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ABSTRACT 
 

Privacy-preserving data mining is basically the branch of study of various valid mining models. Privacy-preserving 

data mining hide sensitive information of the data. If the data is flowing continuously, it would be necessary to 

rescan the database, which leads to more computation time and unable to respond properly to the user. As per study 

it is said that accuracy of data is inversely proportional to data transformation. So there is need to develop system 

which preserves privacy along with accuracy. 
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1. INTRODUCTION 

Data mining efficiently discover valuable, non-obvious information from large datasets, is particularly vulnerable to 

abuse. A fruitful future research leadership in data mining is the development of technology that incorporates the 

concern for privacy. A recent survey of web users 17% of respondents as privacy fundamentalists, the unclassified 

data on a site, even if privacy measures are in place [1]. A more recent study of web users found that 86% of 

respondents believe that information for participation in benefits programs is a matter of individual choice 

privacy[2].Nowadays organisms around the world are dependent on mining gigantic datasets. These datasets 

typically contain delicate individual information inevitably all is exposed to the various parties. Consequently 

privacy issues are constantly in the limelight and the public dissatisfaction may well threaten the exercise of data 

mining. It is of great importance used technical security to protect the confidentiality of individual values for data 

mining for the development of appropriate Malthus. There is much research on privacy-preserving data mining 

(PPDM) [6] malfunctioning, randomization and secure multi-party system based calculations.  

Many government agencies, businesses and non-profit organizations to support their short-and long-term schedule 

activities, to collect for a way to store, analyze and report data on persons, households or businesses looking. 

Information systems therefore contain confidential information such as social security numbers, income, credit 

ratings, type of illness, customer purchases, etc., that need to be adequately protected. With the Web revolution and 

the emergence of data mining, have privacy concerns provided technical challenges fundamentally different from 

those that occurred before the information age [3]. 

One of the sources of privacy violation is called data magnets. Data magnets are techniques and tools used to 

collect personal data.  Examples of  data  magnets include  explicitly collecting information through on-line 

registration, identifying users through IP addresses, software downloads that require registration, and indirectly 

collecting information for secondary usage. In many cases, users may or may not be aware that information is 

being collected or do not know how that information is collected. In particular, collected personal data can be used 

for secondary usage largely beyond the user’s control and privacy laws. This scenario has led to an uncontrollable 

privacy violation not because of data mining itself, but fundamentally because of the misuse of data. 

Securing against unauthorized access has been a long-term goal of the database security research community and 

the government research statistical agencies. Solutions to such a problem require combining several techniques and 

mechanisms.  In an environment where data have different sensitivity levels, this data may be classified at different 

levels, and made available only to those subjects with an appropriate clearance. 
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1.1 CLUSTERING 

Clustering is a well-known problem in statistics and engineering, namely, how to arrange a set of vectors 

(measurements) into a number of groups (clusters). Clustering is an important area of application for a variety of 

fields including data mining, statistical data analysis and vector quantization. The problem has been formulated in 

various ways in the machine learning, pattern recognition optimization and statistics literature. The fundamental 

clustering problem is that of grouping together (clustering) data items that are similar to each other. Given a set of 

data items, clustering algorithms group similar items together. Clustering has many applications, such as customer 

behavior analysis, targeted marketing, forensics, and bioinformatics [7]. 

Small companies have recognized the value in data, especially with the introduction of the knowledge discovery 

process. However, small companies do not have enough expertise for doing data analysis, although they have good 

domain knowledge and understand their data. 

2. DIMENTIONALITY REDUCTION 

Let’s say you are measuring three things: age, hours on internet and hours on mobile. There are 3 variables so it is a 

3D data set. 3 dimensions are an x, y and z graph, It measure width, depth and height (like the dimensions in the 

real world). Now imagine that the data forms into an oval like the ones above, but that this oval is on a plane. i.e. 

all the data points lie on a piece of paper within this 3D graph (having width and depth, but no height).                           

 

Figure 1: 3D graph 

 

Figure 2: 3D graph with eigen vectors 

Like this when we find the 3 eigenvectors/values of the data set (remember 3D problem = 3 eigenvectors), 2 of the 

eigenvectors will have large eigen values, and one of the eigenvectors will have an eigen value of zero. The first 

two eigenvectors will show the width and depth of the data, but because there is no height on the data (it is on a 

piece of paper) the third eigen value will be zero. On the picture below ev1 is the first eigen vector (the one with 

the biggest eigen value, the principal component), ev2 is the second eigenvector (which has a non-zero eigen value) 

and ev3 is the third eigenvector, which has an eigen value of zero. 

We can now rearrange our axes to be along the eigenvectors, rather than age, hours on internet and hours on 

mobile. However we know that the ev3, the third eigenvector, is pretty useless. Therefore instead of representing 

the data in 3 dimensions, we can get rid of the useless direction and only represent it in 2 dimension. 

https://georgemdallas.files.wordpress.com/2013/10/pca12.jpg
https://georgemdallas.files.wordpress.com/2013/10/pca13.jpg


Vol-3 Issue-2 2017    IJARIIE-ISSN(O)-2395-4396  

4750 www.ijariie.com 4031 

 

Figure 3: Dimension reduction from 3D to 2D 

Note that we can reduce dimensions even if there isn’t a zero eigen value. Imagine we did the example again, 

except instead of the oval being on a 2D plane, it had a tiny amount of height to it. There would still be 3 

eigenvectors, however this time all the eigen values would not be zero. The values would be something like 10, 8 

and 0.1. The eigenvectors corresponding to 10 and 8 are the dimensions where there is a lot of information; the 

eigenvector corresponding to 0.1 will not have much information at all, so we can therefore discard the third 

eigenvector again in order to make the data set simpler. 

3. CONCLUSION 

In this paper the approach of dimensionality reduction perturbation privacy preserving of group data is presented. It 

reduces data from 3D to a 2D problem, getting rid of a dimension. Reducing dimensions helps to simplify the data 

and makes it easier to visualize. It preserve the important geometric properties, thus most data mining models that 

search for geometric class boundaries are well preserved with the perturbed data. It transforms data in such a way 

that introduces new challenges in evaluating the privacy guarantee for multidimensional perturbation. It is observed 

that accuracy is maintained along with privacy. 
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