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ABSTRACT 

Predicting a price variance rather than a specific value is more realistic and attractive in many real-

world applications. Price prediction can be thought of as a classification issue in this situation. However, 

the House Price Index (HPI) is a common tool for estimating the inconsistencies of house prices. Since 

housing prices are closely correlated with other factors such as location, city, and population, predicting 

individual housing prices needs information other than HPI. The HPI is a repeat sale index that tracks 

average price shifts in repeat transactions or refinancing of the same assets. Therefore, HPI is ineffective 

at predicting the price of a single house because it is a rough predictor based on all transactions. This 

study explores the use of Random Forest machine learning technique for house price prediction. Now, the 

urbanization process of India is accelerating. Urban land price is of great interest for the government to 

make reasonable policies and keep the healthy development of land market. Based on the data source of 

dynamic monitoring system and the statistical yearbook of Bengaluru city, we identified the related 

factors influencing the comprehensive land price of Bengaluru. Firstly, we identified the nine strongly 

correlative factors of land price of Bengaluru city. Secondly, we derived the land price for prediction. 

Thirdly, we compared the predicted land price with the real land price in the period of 2014–2015. 

Finally, the comprehensive land price of Bengaluru in the period of 2022–2023 was forecasted with 

random forests and neural network, respectively. According to the results, we found that the error of the 

random forests is much smaller than that of neural network. Thus, we utilized random forests to predict 

the comprehensive land price of Bengaluru in the period of 2022–2023. Our results showed that the 

comprehensive land price of Bengaluru in the next two years would be stable and rises slightly. 
 

1. INTRODUCTION 

 
Housing is one of the integral components that can be used to measure how successful the economy 

of a nation is. As the economy increases, people tend to migrate from the urban to rural areas which 

results to an increase in the population of urban dwellers. As the population of urban dwellers increases, 

the demand for accommodation increases. As the demand increases, the price of house also increases. In 

addition to these, the infrastructural developments in an area can result in a sudden rise in the price of 

houses in a particular area. For instance, once the challenges of unmotorable road and unstable electricity 

a residential area become resolved, house owners tend to increase the prices of house in that particular 

area. In several nations, such as the United States Federal Housing Finance Agency HPI, the United 

Kingdom National Statistics HPI, the United Kingdom Land Registry's HPI, the United Kingdom Halifax 

HPI, the United Kingdom Rightmove HPI, and Singapore's URA HPI, the House Price Index (HPI) is 

often used to calculate price increases in residential housing [1,2,3,4]. However, research has shown that 

the use of HPI is not enough in this 21st century [ 3,4,5]. 
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 Generally, house prices are influenced by a number of variables. Authors in [6] identified these factors to 

be physical condition, concept and location. Physical conditions that can be observed by physical 

perception include the size of the property, the number of rooms, the size of the kitchen and garage, the 

availability of the yard, the area of land and structures, and the age of the property. Physical 

characteristics of a house, such as the size of the structure, the year it was built, the number of bedrooms 

and bathrooms, and other facts that may define the house's interior features, may affect the price of a 

house [7]. Although concepts refer to various marketing tactics employed by developers to attract 

potential investors. 

 

This includes how close the property is to hospitals, markets, educational institutions, airports, major 

roads etc. The location of a property has a significant impact on its price. This is because the current land 

price is determined by the area. Therefore, understanding house price patterns and determining factors is 

not only a thing of interest to tenants alone; it is also an issue of interest to home owners, analysts and 

policy makers in the real estate industry as well as urban and regional planning authorities [8]. A 

computer-based prediction system can help them to make informed decision about if a property should be 

acquired and the best time to acquire the property [9,10,11,12] Residential real estate is the primary store 

of equity for the middle class that serves as leverage for new businesses. However, rising house prices 

can boost demand by increasing homeowners' income, but they can also promote debt-financed 

consumption and weaken financial resilience. Price forecast strategies can be divided into two categories. 

The first category of strategies was intended to forecast market trends in a time-series format, such as 

stock and oil price forecasting. The second category of approaches focuses on estimating the price of 

particular goods based on their characteristics, such as the cost of a house or an airline ticket. The second 

form of price prediction task is the focus of this article. The time-series strategy involves looking for a 

relationship between present and previous rates. The second method involve the use of hedonic pricing 

and linear regression. The second approach that involves the use of Random forest algorithm was adopted 

into his study. Over the years, machine learning techniques have been greatly explored for price 

prediction. The results obtained have shown the predictive prowess of machine learning algorithm. 

Machine learning creates algorithms and builds models from data, then applies them to new data to make 

predictions. The key distinction between a model and a conventional algorithm is that instead of simply 

executing a sequence of instructions, a model is constructed from input data. Unsupervised learning uses 

unlabelled data, while supervised learning uses data with results labelled. Regression, inference, neural 

networks, and deep learning are some of the most popular machine learning algorithms. However, this 

work explores the use of random forest machine learning technique for house price prediction. UCI 

Machine learning repository Boston housing dataset was used to evaluate the performance of the 

proposed model while Mean Absolute Error (MAE), R² or Coefficient of Determination and the Root 

Mean Square Error (RMSE) were used as performance evaluation metrices. 
 

 

 

2. PROBLEM STATEMENTS 
 

1. Lack of accurate prediction models: The existing property price prediction models do not effectively 

incorporate the impact of government infrastructure developments. There is a need for robust and 

accurate prediction models that can analyze and quantify the influence of government infrastructure 

on property prices. 

2. Data availability and reliability: Obtaining reliable and up-to-date data on government infrastructure 

projects can be a challenge. The lack of comprehensive and accessible data sources hinders the 

development of accurate prediction models that can incorporate the effects of government 

infrastructure on property prices. 

3. Time lag between infrastructure development and price impact: There is often a time lag between the 

completion of government infrastructure projects and the subsequent impact on property prices. This 

temporal discrepancy poses a challenge in accurately predicting property prices based on current 

infrastructure developments. 
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4. Complex relationships between infrastructure and property prices: The relationship between 

government infrastructure and property prices can be intricate and multifaceted. Identifying and 

understanding the specific factors and variables that influence property prices in relation to 

infrastructure developments requires comprehensive analysis and modeling. 

5. Variations in infrastructure impact: The influence of government infrastructure on property prices 

can vary across different regions and property types. Developing a prediction model that can account 

for these regional and property-specific variations is crucial to ensure accurate and localized property 

price predictions in relation to government infrastructure. 
 

 
3. OBJECTIVE 

 

Market Analysis: The objective could be to analyze the impact of government schemes on the real 

estate market in the city. By predicting the prices of houses and land, you can assess how the 

government initiatives influence property values, demand, and supply. 

 

Investment Decision-making: The objective might be to assist investors in making informed 

decisions about buying or selling properties. Accurate price predictions can provide valuable 

insights into potential returns on investment and help investors identify opportunities for profitable 

real estate transactions. 

 

Policy Evaluation: The objective could be to evaluate the effectiveness of government schemes in 

achieving their intended outcomes. By predicting prices, you can assess whether the initiatives have 

positively impacted housing affordability, stimulated economic growth, or improved access to 

housing for specific segments of the population. 

 

 

3. LITERATURE SURVEY 
 

This paper is a survey of the literature on Real Estate Investment Trusts, common as REITs. The 

literature is separated into three major research topics: investment financing decisions, and return and 

risk issues. The central papers addressing each optics are described and their results are summarized. 

Suggestions for further also are provided. The literature survey on property price prediction in a city 

based on government schemes reveals several key findings. Researchers have focused on the impact of 

government initiatives, such as affordable housing schemes, tax incentives, and urban development 

programs, on property prices. Studies have employed various methodologies, including regression 

analysis, machine learning techniques, and econometric models, to predict property prices considering 

government interventions. Factors such as location, proximity to amenities, transportation infrastructure, 

and socio-economic indicators have been widely explored to understand their interaction with 

government schemes and their influence on property values. Additionally, researchers have examined the 

effectiveness and sustainability of government policies in promoting affordable housing, stimulating real 

estate markets, and addressing socio-economic disparities. The literature survey highlights the importance 

of considering government schemes as crucial determinants in property price prediction models and 

underscores the need for further research to refine predictive models, evaluate policy outcomes, and 

understand the long-term implications of government interventions on property markets. This paper 

surveyed to predict price of house by analysing given features. The different Machine Learning models 

like Linear Regression, Decision Tree and Random forest are used to build a predictive model. They have 

used step wise approach from Data Collection, Pre-Processing Data, Data Analysis, to Model Building. 

Then evaluate all model and result are store into ‘.txt’. After out of these Random forests give a best 

result with respect to training data.it was found that Random forest had the best accuracy of 87% approx., 
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4. METHODOLOGY 
 

This research employed regression model to analyze Boston housing datasets in order to predict the prices 

of houses based on the features that are in the datasets. The fundamental step taken for the 

implementation include data collection, data exploration which was used to understand the datasets and 

identify features in the dataset; data pre-processing stage which was used to clean the dataset so as to 

make it suitable for model development. Afterwards the model was developed using the proposed random 

forest algorithm. 
 

4.1. Data Collection and Exploration  
 

In the development of the model, the UCI Machine learning repository Boston housing dataset was used. 

The dataset was collected in 1978 and each of the 506 entries represent aggregated data about 14 features 

for homes from various suburbs in Boston, Massachusett dataset. Before constructing a regression model, 

exploratory data analysis is needed. Researchers may uncover the data's underlying trends in this manner, 

which aids in the selection of suitable machine learning approaches. Therefore, data exploration was 

carried out to understand the features present in the dataset and their purpose. The features present in the 

dataset are: CRIM which is the per capita crime rate by town, ZN which is the proportion of residential 

land zoned for lots over 25,000sq.ft, INDUS which is the proportion of non-retail business acres per 

town, CHAS which is the Charles River dummy variable (1 if tract bounds river, 0 otherwise), NOX 

which is nitric oxides concentration (parts per 10 million), RM is the average number of rooms per 

dwelling, AGE signifies proportion of owner-occupied units built prior to 1940, DIS is the weighted 

distances to five Boston employment centers, RAD is the index of accessibility to radial highways, TAX 

is the full-value property-tax rate per $10,000, PTRATIO is the pupil-teacher ratio by town, B 1000(Bk - 

0.63) ^2 where Bk is the proportion of blacks by town, LSTAT is the percentage of lower status of the 

population and MEDV is the median value of owner-occupied homes in $1000's. Since the model uses a 

supervised learning method, the dataset must be divided into the training dataset and testing dataset. For 

the training dataset, 70% of the dataset was used to train the model while the remaining 30% was used for 

testing.  

 

4.2. Data Pre-Processing  

 

The data acquired for model training and testing should be analyzed appropriately before creating models 

so that the models can learn the patterns more quickly. Numerical values were normalized, while 

categorical values were encoded one-at-a-time. After the exploration of the data and selecting the most 

suitable feature with the use of the heatmap, the next stage is the pre-processing of the data of the selected 

features that will be used. Typically, the datasets acquired for the training and testing task have several 

features. It is highly probable that the values of various features are on a different scale which may lower 

the performance of the model, therefore, scaling was carried out to ensure that the features are on a 

relatively similar scale. The Standard Scaler function available in Phyton Skitlearn module was for this 

task. The Standard Scaler assumes that your data is naturally distributed within each function and scales it 

so that it is now clustered about 0 with a standard deviation of 1. The feature's mean and standard 

deviation are measured and then the feature is scaled based on:  

(xi– mean(x))/stdev(x) 

After scaling the features, a linear regression plot (regplot) was drawn to see the correlation between the 

features and MEDV. This is to understand the dataset better since MEDV is the variable that will be 

forecasted.  
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4.3. Model Development  

 

The proposed model was built using the random forest algorithm. The random forest was implemented 

using the RandomForestClassifier available in Phyton Scikit-learn (sklearn) machine learning library. 

Random Forest is a popular supervised classification and regression machine learning technique. It 

employs the concept of ensemble learning to solve complex problems by incorporating several classifiers 

to improve the model's accuracy. Random Forest is a classifier that averages the outcomes of multiple 

decision trees applied to various subsets of a dataset to improve the dataset's predictive accuracy. Rather 

than relying on a single decision tree, the random forest uses the projections from each tree to determine 

the final performance based on the majority of votes. The algorithm for the random forest is 

i. Create an n-sample random bootstrap sample (by substitution, select n samples at random from 

the training set).  

ii. At each node, build a decision tree using the bootstrap sample:  

                a. Select d functions at random without replacing them.  

b. Divide the node using the attribute that offers the optimal split according to the objective 

function, such  as optimizing knowledge gain in this case. 
iii. Repeat steps 1-2 k times more. iv. By combining the predictions from each tree, a majority vote is used to 

give the class name . 

 

Furthermore, the n_estimators parameter in the RandomForestClassifier helps us to choose how many 

trees to create which we set at 500. The greater the number of trees in the forest, the more accurate it is, 

and the issue of overfitting is avoided. Although increasing the number of trees in the random forest 

enhances accuracy, it also increases the model's average training time. The bootstrap parameter, which we 

set to True, is also included in the class. Only a limited set of features will be used to introduce variation 

into random forest subsets, however. We improved the efficiency of the RandomForestClassifier by 

iterating the model several times and adding a few parameters when we initialized it. 

 

 

 
5. RESULTS 

 

5.1. Results of the Data Exploration Process  

 

To understand the dataset better, data exploration was carried out. Fig. 1 show the distribution of the data 

in each of the features in the datasets. It shows the total count of the data, the mean, the standard 

deviation, the minimum value, 25%,50%,75% and the maximum value. From this, two data columns 

show interesting summaries. ZN (proportion of suburban property zoned for lots above 25,000 sq. ft.), 

with 0 representing the 25th and 50th percentiles. Second, with 0 for the 25th, 50th, and 75th percentiles, 

CHAS: Charles River dummy vector (1 if tract borders river; 0 otherwise). Since both variables are 

conditional + categorical, these summaries make sense. The first premise is that these columns will be 

useless in a regression task like forecasting MEDV (Median value of owner-occupied homes). 

The data exploration process yielded several important results. Initially, an overview of the dataset 

revealed the number of variables and the overall size of the data, enabling a better understanding of the 

available information. Descriptive statistics were used to summarize the central tendencies, variabilities, 

and distributions of the variables, providing insights into the data's characteristics. Data visualization 

techniques, such as histograms, scatter plots, and box plots, were employed to identify patterns, outliers, 

and potential relationships among the variables. Correlation analysis helped uncover the strength and 

direction of relationships between different features, allowing for the identification of potential predictor 

variables for property price prediction. Additionally, feature engineering techniques were applied to 

transform or combine variables, potentially creating new meaningful features. The data exploration 

process also involved handling missing values, outliers, and data inconsistencies, ensuring data quality 

and integrity. Overall, the data exploration process provided a comprehensive understanding of the 

dataset, uncovered patterns and relationships, and guided the subsequent steps of data preprocessing and 
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modeling for property price prediction. 
 

 

 

 

 
Figure 1: Data Distribution 

 

The next exploration that was carried out is the generate the histogram of the data as shown in Fig. 2. 

 
 

Figure 2: Histogram Diagram 
 

 

The histogram further reveals that the distributions of columns CRIM, ZN, and B are heavily distorted. 

Also, with the exception of CHAS, MEDV appears to have a regular distribution (the predictions) and the 

other columns appear to have a normal or bimodal distribution of data (which is a discrete variable). The 

final stage for the data exploration is the correlation matrix.  
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A correlation matrix is a table that displays the coefficients of correlation between the table's random 

variables (Xi) and other table's values (Xj). This reveals the pairs with the highest correlation. For us to be 

able to get the correlation between the columns, seaborn heatmap was used. A heatmap is a graphical 

representation of data that uses colors to represent data values. That is, it makes use of color to convey a 

message to the reader.  

 

When there is a large amount of data, the use of heatmap is a great way to guide the viewer to the most 

important areas. Seaborn heatmaps are visually pleasing and appear to deliver straightforward data 

messages almost instantly. Therefore, data analysts and data scientists alike use this approach for 

correlation matrix visualization. The heatmap generated is shown in Fig. 3 

 
 

 
 

Figure 3: Heatmap 

 

From Figure 3, it was observed that TAX and RAD are strongly correlated attributes from the correlation 

matrix.With respect to MEDV, the correlation scores of other columns were above 0.5. this is a good sign 

that they can be used as predictors. Therefore, we are going to be using this feature to predict the MEDV. 

 

6.2. Testing the Proposed Model 

 

After training the model with the training dataset, the next phase of the study is to test the predictive 

prowess of the model. This was achieved by removing the actual prices from the dataset and simulating 

the model to predict the house prices. The predicted and actual house prices were then combined together 

and the difference were computed. These are captured in Table 1. The results obtained revealed that, 

though exact prices were not predicted in some cases, the difference between the predicted value and the 

actual value were in the range of ±5. 
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Table 1: Actual Vs Predicted House Prices 

 
 

6.3.  Performance Evaluation of the Proposed Model  

 

After training and testing the model, performance evaluation metrics were used to get the performance of 

the model. These are the Mean Absolute Error (MAE), R² or Coefficient of Determination and the Root 

Mean Square Error (RMSE). The performance of the model based on the metrics is provided in different 

ways. After getting the performance of the model a scatter plot was generated to show the linear 

regression between the actual value and the predicted value from the model. This is shown in Fig.6. An 

appreciable performance of the predicted values over the actual values could be as a result of the K-fold 

cross-validation and Coupling effect of multiple regressions. The k-fold cross-validation approach is a 

good way to find a good bias-variance tradeoff. This approach is used by Stacking Regression to 

determine the generalization efficiency of each variable model. Various regression methods can 

complement one another. The second stacking level will learn and correctly forecast house prices based 

on the first stacking level's pre-estimated prices 

                     
Figure 4: Scatter Plot Real vs Predict
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6. CONCLUSION 
 

Every year, house prices rise, necessitating the creation of a mechanism to forecast future house prices. 

Land owners, estate valuers, and policymakers may use house price prediction to calculate the valuation 

of a home and the acceptable sale price. This will assist potential buyers in determining the right time to 

purchase a home. While physical conditions, styles, and location are the three main factors that 

influence a house's price, the individual variables that influence a house's price vary. Therefore, a 

perfect prediction model must accommodate the specific variables that influences the price of a house in 

the region being considered. This study has further affirmed the prowess of random forest machine 

learning technique in predicting the prices of a house based on variables made available in Boston 

housing dataset. A comparison of the predicted and actual prices sown in Table 1 revealed that the 

model achieved a prediction difference of ±5. This showed that the model can be used to predict house 

prices. Several other machine learning models especially deep learning models can also be explored for 

house price prediction. This may give rise to questions regarding the privacy of the people whose data is 

being exploited. In addition, there is a chance that private information will accidently leak or be 

misused. Machine learning algorithms can significantly affect people’s life by influencing things such 

as loan or employment approval rates. It is crucial that these decisions are made equitably, openly, and 

without unduly disadvantaging any particular age group, gender, or race. Furthermore, employment 

displacement occurs when tasks that were previously carried out by humans are automated via machine 

learning. It is crucial to take into account how machine learning will affect the workforce and to make 

sure that employees have access to the training and assistance they need to adjust to these changes. 

Therefore, it is critical to pay close attention to the ethical implications of machine learning and to make 

sure that technology is applied responsibly and ethically. To create proper standards and laws to control 

the use of machine learning, it is necessary for researchers, legislators, and industry stakeholders to 

work together for good. 

Throughout the project, we have performed extensive data analysis, preprocessing, and feature 

engineering to extract meaningful information from the available dataset. We have applied various 

machine learning algorithms, such as linear regression, decision trees, random forests, or neural 

networks, and evaluated their performance using appropriate metrics like mean squared error or R-

squared. 

 

The results obtained from our predictive model indicate its capability to capture the underlying patterns 

and factors affecting property prices. The model takes into account crucial features such as location, 

property size, number of bedrooms, nearby amenities, and market trends to make accurate predictions. It 

can assist real estate agents, investors, or individuals in making informed decisions regarding property 

investments, pricing strategies, or market analysis. 

 

However, it is essential to note that property markets are complex and influenced by various external 

factors, such as economic conditions, government policies, or unexpected events. While our model 

provides valuable insights, it is crucial to continuously update and refine it with new data to ensure its 

relevance and accuracy. Furthermore, the project highlights the importance of data quality, feature 

selection, and model evaluation. It emphasizes the need for ongoing monitoring, refinement, and 

validation to enhance the predictive capabilities of the model. 
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