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ABSTRACT 

 
Ecommerce website that sells products such as groceries, sauces, condiments and others perishable products. The 

processes done by this company are purchasing products directly from farmers and selling them to the customer. Based 

on the existing system, this could be implemented with the help of Data Mining using association rules. The end result of 

implementing this application is that it can help the process of buying, sales, and using MBA methods with predictive 

analysis is that it can recommend the company with items based on customers purchase patterns and it can improve the 

sales. 

 

Keywords: Data Mining, Market basket analytics,  Product management,  Apriori Algorithm ,  Recommendation 
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        1.INTRODUCTION 

Generally, in an E-Commerce website there are hundreds to thousands of transactions happening daily, in the face of 

so much information, if we had to find the relation between merchandises and make decisions on business for selling the 

right product, what to sell the right customer for maximizing the profit , etc, it is a very difficult task if we had no 

effective way to carry out the process. Therefore, for understanding the relationship among the transacted items, many 

algorithms are introduced to mine the frequent itemsets. Apriori Algorithms is a well-known approach for this process. 

The main goal of this analysis is to develop a suitable recommendation method to find out which products are often 

purchased by customers together with the traits that influence it, such as time of purchase, invoice id and the products 

details, using MBA. 

 

2.LITERATURE REVIEW  

 

2.1. Data Mining 

It is the process of analysing unseen patterns in data sets involving methods which are a combined approach in machine 

learning, database systems and in statistics. From to a different viewpoint for classification into useful information, which 

is collected and organized in areas, such as data-warehouses, for efficiency in analytics, mining patterns, which involves 

industry decision making and other information required to ultimately cut the expense and increase the ROI. Data mining 

is also considered to be an efficient way to discover the hiding data and it is carried out with the help of a lot of 

algorithms.  

 

The methods involved in this process are: 

• Extract, convert and upload data into a data warehouse 

• Accumulate and maintain data in a multi-dimensional database. 

• Provide access to the analysts in the industry. 

•  Present the analysed facts in easily understandable forms, such as graphs. 

 

 

https://en.wikipedia.org/wiki/Data_set
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2.2. Market Basket Analysis (MBA) 

Market basket analysis is an association in data mining to find attributes that appear in one time [2]. Market Basket 

Analysis(MBA) is a widely used practice among the Marketers to discover the best potential combination of the products 

or services which are repeatedly bought by the customers. Association analysis frequently based on an algorithm named 

“Apriori Algorithm”.  The result of this analysis is called association rules. Marketers use these rules to plan their 

recommendations. 

 

Market Basket Analysis(MBA)  looks at the purchase chance with the items purchased among the transactions. When two 

or more items are purchased, Market Basket Analysis(MBA)  is done to check whether the purchase of one item increases 

the likelihood of the purchase of other item. This facts is a tool for the marketers to bundle the items or plan a product 

cross sell to a customer. 

 

2.3. Apriori Algorithm 

Apriori algorithm is an algorithm that is used for mining the frequent item sets and constructing the association rules 

from a transactional database[3]. It is devised in such a way that it operate on a database that contains a number of 

transactions, for example, the products bought by a customer in a shop. The association rules constructed from these 

kinds of details can be used to analyse or predict and find out how often one would buy PRODUCT A with PRODUCT B. 

 

It is very important for successful MBA  and it helps the customers to purchase items which increases the sales of the 

product. With the help of this knowledge, the owner can change placement of the goods in a shelf or design a marketing 

campaign by using a combination of the results that resulted in certain products. Based on the parameters of support  and 

confidence ,  the association  methodology can be separated into two phases, namely: Analysis of the highest frequency 

pattern and establishment of association rules. 

 

 

       3.ARCHITECTURE 

 

 

 
Fig-1 : Architecture of the Designed System 
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4.METHODOLOGY 

 

In the designed system, we have implemented four different steps namely, Data Cleaning, Exploratory Data Analysis 

(EDA), Market Basket Analysis (MBA) and Predictive Modelling. We used the dataset open-sourced from the E-

commerce company. This paper targets the analysis of the users based on their purchase in the website. Our ultimate aim 

is to produce a few graphical representations (charts, graphs, histograms, etc) to show the product sale characteristics and 

the show the seller which product to recommend the user. So, the parameters we wish to analyse are product-id, order-id 

and customer-id. We initially perform the data cleaning part followed by exploring the dataset for further inferences on 

the data.   

 

4.1.Data collection 
 

The process of gathering and quantifying the info on the variables of interest, in a fashionable method that enables a 

person to answer the stated questions, test hypotheses, and evaluate the outcomes. It is very important to ensure the 

accuracy and the integrity of the data collected. 
 

A proper data collection process is needed as it ensures the data obtained are both definite and accurate and that further 

decisions based on the points mentioned in the inferences are valid[4]. Accuracy of the data collected is very essential to 

maintain the integrity of the work. All the steps, the selection of relevant data collection instruments (already existed, 

modified and newly developed systems) and clearly explained instructions for their correct use reduce the occurrence of 

error. 

 

4.2.Data Cleaning 
 

Data Cleaning or Data Cleansing is the process of identifying and cleaning (or removing) dirty or corrupt data from a 

database , record, or table and it refers to finding  inaccurate, irrelevant, incomplete or incorrect parts of the data and then 

modifying, deleting or replacing the coarse or dirty data.[5]
  

 

 

4.3.Exploratory Data Analysis 
 

Exploratory data analysis (EDA) is the process of analysing the dataset, database, or table to find potentially useful 

information, which is a difficult task. At the start of any EDA, the analyst has no idea about what he is looking at or what 

he is going to find.[6]. 

Exploratory Data Analysis (EDA) employs a variety of techniques (mostly graphical) for the analysts to look into for 

 

1. Detecting Outliers and Anomalies in the data; 

2. Extracting the important variables; 

3. Uncovering the structures that pre-exist; 

4. Maximizing the insight into data set; 

5. Determine the optimal factor settings; 

6.  Test the underlying assumptions; and 

7. Develop a model accordingly[7]. 

 

Exploratory Data Analysis (EDA) is the most important step in any data analysis. Here, you learn the data and the value it 

has and figure out methods to frame question to ask the data, as well as how best to alter the data resources to get answers 

for the questions you ask. 

 

4.4.Predictive Analysis 
 

Predictive analysis comprises of a variety of techniques from machine learning, data mining, predictive modelling that 

analyse historical and real-time stats to make predictions for the future [8]. Predictive analytics solutions involve 

extracting info from existing data from different sources, and determining patterns, and predicting the future trends and 

upcoming events. It uses different methods to make such future predictions, such as AI, Predictive Modelling, etc.  These 

solutions are a useful and dependable methods for forecasting, since they also focus on risk management and takes 

anamolies into account. Moreover, it helps organizations  to help adjust to the upcoming innovations and get ahead with 

the needs of the industry. 

 

https://en.wikipedia.org/wiki/Storage_record
https://en.wikipedia.org/wiki/Table_(database)
https://en.wikipedia.org/wiki/Database
https://en.wikipedia.org/wiki/Predictive_modelling
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5.RESULT AND ANALYSIS 
 

5.1.Exploratory Data Analysis 

 

The data used by us includes 400,000+ records and 10 different fields: InvNo, StockCode, Desc, Qty, InvDate, UnitPr, 

CustID, Country, Date, and Time. Fig 1 Shows the Glimpse of the data that is gathered. Key roles are played by InvDate, 

CustID, Qty and InvNo 

 

 
 

Fig-2 : Glimpse of Data 

 
In Fig 2 and 3, We are able to identify the products that are being sold in higher quantities. Fig 2 is a graphical 

representation in which the Frequency and the name of the product is listed on either side of the axes. These products 

bring a bigger market for the company and increase the credibility for the purchase of other products sold by the company. 

 

 

 

 
 

Fig-3 : Frequently Sold Item  Plot 
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Fig-4 : Top 10 Best Selling Products Count 

 
Most of the people who have made the purchase have bought less than 10 products per order. We are able to get the 

representation based on the Invoice No and the quantity of the items purchased.  

 

 

 
 

Fig-5 : Number of items per invoice distribution. 

 
 

We use the Arules library from CRAN Package network  to mine the rules and frequent itemsets using the Apriori 

Algorithm. We set the support at 0.1% and confidence at 80%. The number of rules generated were 89,697. Higher 

number of rules were generated for items which had a length of 6 which we were able to identify with the summary of the 

rules. 
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Fig. 6  Rules Generated. 

 
The above 20 rules which were generated in the console were plotted into a Scatterplot graph which gives a clear 

understanding of the relation between the products which have a good support and confidence level. 

 

 

 
 

Fig-7 : Top 10 Scatter  plot 20 rules. 
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In Fig 8, we are able to identify the relation between products that are being sold together. The items and rules are 

represented as vertices connecting them with the directed edges to the other product.  

 

 
 

Fig-8 : Graph for 20 rules. 

 

6.CONCLUSION 

 

In this paper, we have shown the methodology used by us in analysing the customers purchasing patterns in a quicker 

and efficient way where it is done using the Apriori and Association rule mining algorithm. This can be implemented in 

real-time for any E-commerce company with a large number of customers and products. 
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