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Abstract 

Security is still be a concern and an important objective to secure the critical business assists. Network security is part of a 

whole security mechanism at any organizations. Network security not just implementing safeguards like IPS/IDS, firewalls and 

so forth, but also continuous evaluation to the effectiveness and efficiency of these safeguards to check if they are doing their 

job or not. One way to enhance the security in the network is by analyzing the logs collected from different sources. Log 

analysis can answer so many questions as an example are these safeguards efficient enough or not, so we can be able to review 

our security mechanisms. In this survey I’m going to examine the efficiency of IDS/IPS and other honeypots with ELK to help 

me analyze the collected logs. 
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1. Introduction 

As long as most of the business have shifted to the cyber world their assists are interacting directly to this cyber world, which 

means their critical assists will be face to face with attackers and criminals. One thing we must focus on is network security to 

keep monitoring our systems and the safeguards efficiency to mitigate the impact of any potential risks to our critical assists and 

sensitive information. Log analysis can help the network security guys to extract useful information about every single action 

happened in their system by which they can detect the malicious activities from their first initiation. 

Log analysis can also help us to measure the capabilities and efficiency of our safeguards which they are supposed to be our 

first line of protection. Logs generated from different sources have all the information needed to evaluate our security to 

continuously enhance it. The amount of logs collected and the diverse format of logs and unstructured structure drove many 

network administrators to depend on safeguards without looking back to the logs unless in sever incidents detected from those 

logs and that leaded to the continuous of system breaches and more of the types of attacks. 

In my survey I will use different types of safeguards which they are (conpot, cowire, dionaea, elasticpot, glastopf , and 

honeytrap) and ELK stack (Elasticsearch, Logstash, Kibana) to handle all the log analysis process on an Ubuntu Server 16.04, 

beside using  kali Linux and windows 8/XP as attackers to use two types of attacks: passive attack and active attack. In this 

survey I will give brief information about each of them individually to have a clear idea about this experiment. 

2. Background 

In this chapter I will briefly mention the main elements of this evaluation experiment and their capabilities.  

1) Logs sources: For my experiment I need to use different types systems that will interact directly with the attacks to 

evaluate their efficiency and compare between them. I will mention each of them in this section. 

 

 ConPot:[1][2] : It is a low interactive honeypot, server-side that is easy to deploy and maintain. It is featured to support 

simulating some protocols like Hypertext Text Transfer Protocol (HTTP), Simple Network Management Protocol (SNMP). 

The logs generated from this honeypot will give us useful information about the source of the IP address, the type of the 

request and the resources that was requested[3]. 

 

 Cowrie: It is a medium interaction type of honeypot[4] It will be used to detect and log the sell interaction and brute force 

attack like SSH, and Telnet that will be used by the attacker. 
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 Dionaea: Dionaea is a medium- interaction honey pot used to emulate the windows operating services vulnerabilities, and 

emulate some protocols like FTP, TFTP,mysql, http,etc.[5][6] 

 

 Elasticpot: It is a simple honeypot from elasticsearch. 

 

 Glastopf: Is a low interaction web application honeypot[7], that is used to detect suspicious interaction on web applications. 

 

  Honeytrap[8]:  It is a honeypot used for network security       to watch the TCP and/or UDP attacks. Many attackers are 

fooled with honeytrap and interact with it as real one. 

 

 Suricata:[9] Is an open source Intrusion detection system IDS. Its engine is capable to detect real-time intrusions. 

 

2) Log Management  : Elasticsearch Logstash Kibana (ELK) stack[10] is going to be used as a centralized server to collect, 

parse, store, query, and visualize the results in smooth graphical charts, bars, pies, and so forth, to easily understand the 

reports. ELK installation[11] and deployment is not very complex but you got to install each of them individually and link 

them to work together as a powerful monitoring system. 

Elasticsearch is an open-source full-text search and analytics engine. It allows you to store, search, and analyze big volumes of 

data quickly and in near real time[12] It is capable to handle variety and different types of searches structured, and 

unconstructed data. It stores the data in indices that makes retrieving the searched data fast, it is important to know that it is a 

schema free, which means that if there are two documents of the same type they can have sets of fields[13]. 

Logstash is an open source tool used to collect the data/logs, parse, index and then store the logs into a specific engine[14] It 

consists of three main parts ( INPUTS, FILTERS, OUTPUTS). 

- The INPUT can support variety types of inputs from different sources at the same time, meanwhile.  

- The FITLERS parse the transform the data. During the data transfer from the source to where it will be stored, it filters each 

event and identify named fields. And then converts the collected data to an easy to understand format. It can dynamically fix 

the issue of logfiles complexity by structuring the unstructured data, locate the source of the attackers by IP address, 

processing the data with the care of the independency of the sources, format or schema of the data. And it has a rich library 

filters. 

- The OUTPU provides delivering your collected data to any engine of your choice. Routing the data to anywhere you choose 

gives more flexibility to overcome the constraints and limitations of other competitive tools. 

Kibana provides the visualization to the Elasticsearch data. It visualize the results on the dashboard based on your demands you 

can customize how you want to visualize the output result of your processed data.  

ELK advantages 

All together can provide a very useful solution to collect, analyze and visualize the data from one or more than one sources. 

ELK has great capabilities and it handles high scalability very efficiently and can deal with all kinds of data. It helps you to 

correlate the events and display smoothly and deliver the output in an understandable format that will help in better monitoring 

your network. Customization is the key that made it the first choice for many companies working in variety different fields. 
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Fig 1: 10 ELK Data Flow 

3. Implementation: 

Ubuntu server 16.04 will be used a server to install ELK and all other honeypots on it using docker, to allow me to run multiple 

honeypots on the same network interface and prevent any issues. Docker[15] encapsulate the honeypots and isolate them to run 

independently and made it easy to update and maintain. This[16] explained in details docker. In the followed figure is the 

architecture of the implementation. 

 Architecture: 

 

Fig 2: Server Architecture 

 

 Honeypot Protocol Ports 

honeytrap 
   

TCP 25, 110, 139, 3389, 4444, 4899, 

5900, 21000 

dionaea 
   

TCP 21, 42, 135, 443, 445, 1433, 1723, 

1883, 1900, 3306, 5060, 5061, 8081, 

11211 
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dionaea 
   

UDP 69, 5060 

conpot 
   

TCP 1025, 50100 

cowrie 
   

TCP 22, 23 

elasticpot 
   

TCP 9200 

Table 1: Honeypot Protocol Ports 

 

 Attack Simulation 

For simulating the attack I’m going to use kali linux, windows XP, and Windows 8 as attacker. And I’m going to try different 

tools and methods to try different types of attacks. Mainly I’m going to do the attack in to two parts: 

1) Passive attack: When the attackers have a target they need to collect as much information as they can about their victim. 

They use many tools and techniques to achieve this goal, because the information will make the hacking easier for them 

and will lead them to choose the proper tools and techniques to hack that systems. 

For this kind of attack I will use “nmap”[17] tool to do a port scanning. 

- Port scanning: special tools used to scan the ports on the systems to get information about the status of the ports, which ports 

are opened and what are the services running on that ports. By knowing the open ports and the services running the attackers 

will use that ports to get access to the victim systems. The ports are like the window by which attackers will try to launch their 

attack. 

A very powerful tool used is NMAP which has different capabilities that can scan the ports  

Here are some of the nmap commands[18] I tried and their task: 

Syntax: 

nmap [Scan Type(s)] [Options] {target specification} 

 

No. Nmap Command Task 

1 nmap –sS 

192.168.33.136  

SYN Stealth Scan - Perform a 

stealthy Scan 

2 nmap –sP 

192.168.33.136 

Ping Scan - Find out Live hosts in 

a Network 

3 nmap –sA 

192.168.33.136 

ACK Scan - Scan a Host to Detect 

Firewall 

4 nmap –O 

192.168.33.136 

OS Fingerprinting - Enable OS 

Detection with Nmap 
 

Table 2: nmap [Scan Type(s)] [Options] {target specification} 
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Fig 3: NMAP - Scan using TCP SYN scan 

       

Fig 4: nmap Ping Scan 

    

Fig 5: nmap ACK Scan 
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Fig 6: nmap ACK Scan 

Now I will zenmap in kali linux to scan all TCP ports on the server 

 

Fig 7: :enmap - all TCP ports scan 

For space limitations I will not able to show all the results founds and I am only concerned in this paper to simulate the attack. 

- Active attack: 

The passive attack is the attack in which the attacker start to interact directly to the victim’s system and attempt to affect the 

operation and make modification in the system or attack the availability of the services provided by the organizations like DoS 

attack and DDoS attack specially in the cloud based services [21]. 



Vol-2 Issue-6 2016  IJARIIE-ISSN(O)-2395-4396 

 

3355 www.ijariie.com 498 
 

As an example of this is when the attacker finds vulnerabilities in the system and attempt to exploit that vulnerabilities and 

maintain his attack to get more control. 

For this type of attacks I will try to do some active attacks by interacting directly with the server by trying using some ports are 

opened. 

First I will use ssh command to try connect remotely to this server using wrong username and password. 

 

Fig 8: SSh remote login 

Now I will try to login using telnet one time without username and one time with anonymous username. 

 

Fig 9: telnet login 

DoS attack can be done using ping command even by command line from windows, so I will use two machines to ping to the 

server from windows 8 with the IP address 192.168.10.102 and from windows xp with IP address: 192.168.33.132 and I will 

ping in the same time by both machines to simulate DDoS attack. 
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Fig 10: Simple DoS attack by win XP 

 

Fig 11: Simple DoS attack using win 8 

ELK Report Dashboard: 

Now after simulating some types of attacks I have customized the dashboard to fit our need for this survey to compare between 

all honeypots we have implemented to for evaluation. 

First I have created special counters to count all the events being captured by all honeypots individually and demonstrated them 

as you will see in the followed figure. And I will narrow the report to show only today’s events that are related to our survey.  
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Fig 12: Events count  in all honeypots 

As we can see that the total count of events collected vary from one pot to another. Honeypot count events are the largest one 

then the cowire and the least once are the conpot and elasticpot. 

In the following I have filtered the logs that has all the attempts I used to login remotely and it showed what username and 

password I have used for the attack, that will help in studying the attackers behaviors and that will give us a clear idea about the 

techniques and methods used by attackers and how much knowledge they have about our system. As an example the admin has 

changed his password and he discovers in the log files that there are some attempts to login using the previews password, in this 

case the attacker could be an internal employee or could be an attacker who knows by somehow our sensitive information and 

this is a serious issue that we have to be concerned about. 

 

Fig 13: Kibana - Login attempts logs 

With more details I have intersected the parts of logs that could be interesting you can notice which honeypot has detect the 

attempts to remotely login and that, as it was shown that Cowrie honeypot has exclusively detected all the login attempts to the 

server and provided very important details. 
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Fig 14: Protocol attacked with IP source 

As it is clear from the logs collected that all the honeypots have detected all attacks against TCP port and recorded the IP 

address of the attacker with a timestamp to easily track all the activities of the malicious attackers.  

In the following figure I have filtered the log files of all honeypots to detect only the attacks that targeted my OS because 

usually hackers will attack the OS fingerprinting when they find any vulnerability related to, clearly p0f [19]and 

 

Fig 15: OS fingerprint 

The attempts of DoS attack was detected in the following figure showing the attacks from attackers and even though Suricata 

IDS was the only one who detected such attack but it detected the attack from one source IP address, and I have used three 

machines to simulate this type of attack. The information revealed showed the IP address of the attacker with the timestamp 

beside the severity of the alert level. 
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Fig 16: DoS attack attempts 

Another type of attack detected Suricate IDS has the only one that detected the poodle (Padding Oracle On Downgraded Legacy 

Encryption) vulnerability[20] in the server and the attempt to attack the ssl that will allow the attacker to steal the cookies of the 

HTTP as it is shown in the following figure that revealed information about the source of the attack and the severity level that 

was considered number 1. 

 

Fig 17: SSL POODLE attack 

Having knowledge about the attackers will help us to enhance our security mechanisms and to know what capabilities they have 

to refine our methodologies to handle different types of attacks used against us. One of the information that was revealed is the 

type of operating systems used by the attackers as it will be shown in the following figure. 

 

Fig 18: Attackers OS systems 
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Result: 

After simulating different types of attacks using different types of operation systems against my server to evaluate the different 

types of honeypots and IDS system to compare their capabilities of detecting the attacks and reveal information about the source 

of the attacks. In the following table will show details about the results found in this survey. 

 

Honeypot, 

IDS Name 

Total 

Events 

captured 

DoS 

attack 

Attempts 

to 

remotely 

login 

Detected 

OS of 

Attacker 

Revealed 

Username/passw

ord used by 

hackers 

Detected 

exploiting 

vulnerabilities 

honeytrap 4464 No No No No No 

dionaea 36 No No No No No 

conpot 2 No No No No No 

cowrie 37 No Yes No Yes No 

elasticpot 2 No No No No No 
Suricata 7817 Yes No Yes No Yes 

 

Table 3 : Result 

From this table we can notice that Suricata IDS has shown more capabilities to detect most of the events and detected different 

types of attacks beside revealing the some attempts to exploit a vulnerability in the OS found by the attacker targeting a 

weakness in the ssl to steal the cookies of the HTTP. In the another hand honeypot was the second in detecting the events, and 

that will help to dig deeper in its logs. One interesting thing about cowire honeypot is its capability to reveal the username and 

password used by attackers which can help us to study the attackers behavior and determine its identity if he has being 

discovered as an internal attacker as unfaithful employee, or may help us to know more about how much information the 
attackers have about us and our internal security mechanisms. 

4. Conclusion: 

As you can see that each honeypot and IDS has different capabilities to capture the events. Some were able to detect more 

events than others but it was not able to detect some of the attacks like others. One of them only was able to detect the attempts 

to remotely logins and revealed important information about the username and password used by hackers that will help to 

answer many questions related to our security mechanism by cowire honeypot, and that feature must be added in all IDS and 

honeypots. Many more useful information was found in the log files generated by different sources but due to the space 

limitation I was not able to show more information and capabilities that ELK stack can offer to handle all the processes of log 

file life cycle starting from collecting the logs from different sources until the smooth visualization of the customizable reports 

that can offer, that will be shown in the future. 

After overall we can notice that implementing IDS/IPS and honeypots and monitoring the network is very important for 

securing the network to protect the business assets but we should pay more attention to analyze the log files generated by those 

safeguards to evaluate their efficiency and see if they are working properly as needed or we have to study the reasons behind its 

not efficiency.  
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