
Vol-10 Issue-3 2024                IJARIIE-ISSN(O)-2395-4396 

     

 

23966  ijariie.com 2383 

STRATEGIC IMPLEMENTATION OF 

RANDOM FOREST  TO  DETECT  JOB  SCAM  
 

1PRANAUV M,   2SHREEVYSHALI G,  3SINEGA R ,  4SWETHA R,  5Satheesh Kumar D 

 

1,2,3,4 Department of Computer Science and Engineering, Hindusthan College of Engineering and 

Technology Coimbatore, India, 

 20104134@hicet.ac.in, 20104160@hicet.ac.in, 20104161@hicet.ac.in, 20104174@hicet.ac.in 

5Associate Professor, Department of Computer Science and Engineering, Hindusthan College of 

Engineering and Technology Coimbatore, India, satheeshkumar.cse@hicet.ac.in

Abstract— In these desperate times, when thousands Scammers are taking benefit of the economic crisis on the 

internet by producing fake employment listings that seem real. These fraud artists imitate real firms' hiring 

practices and produce convincing corporate websites. On the opposite hand, thorough examination could 

differentiate between these hoaxes personal information during interviews are common signs of fraud. Given the 

current state of the economy, a lot of desperate job searchers could ignore these red flags and fall victim to these 

frauds. It's critical to find phony employment postings among the many promos in order to prevent falling for 

scams and real opportunities. Missing corporate logos, first correspondence from illegitimate email accounts, and 

necessitate for sensitive data 
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I. INTRODUCTION 

 In contemporary times, advancements in industry and technology have ushered in a plethora of new and diverse 

job opportunities for job seekers. Advertisements for these job offers serve as crucial resources, enabling job 

seekers to explore options tailored to their availability, qualifications, experience, and suitability. The recruitment 

landscape has been significantly influenced by the power of the internet and social media platforms. The 

successful culmination of a recruitment process heavily relies on effective advertisement strategies, with social 

media platforms playing a pivotal role in this regard.However, the proliferation of job postings across various 

online platforms has also led to a surge in fraudulent job advertisements, thereby posing a significant challenge 

for job seekers. The exponential growth in job posting opportunities has inadvertently increased the prevalence 

of fraudulent activities, causing distress and inconvenience to unsuspecting job seekers. Consequently, 

individuals often hesitate to explore new job opportunities due to concerns about the security and integrity of 

their personal, academic, and professional information. While technology has undeniably revolutionized various 

aspects of our lives, it is imperative to ensure that it does not create an insecure environment for professional 

endeavors. The rampant occurrence of fake job postings not only undermines trust in the recruitment process but 

also wastes valuable time and resources for job seekers. The development of an automated system capable of 

accurately predicting false job postings represents a significant advancement in the field of Human Resource 

Management. By leveraging machine learning-based classification techniques, such a system can effectively filter 

out fraudulent job postings, thereby mitigating the challenges faced by job seekers in identifying genuine 

employment opportunities amidst a sea of misinformation. The implementation of an automated tool for detecting 

fraudulent job postings not only enhances the efficiency of the recruitment process but also fosters a more 

transparent and trustworthy job market ecosystem. By proactively addressing the issue of fake job postings, 

organizations can streamline their recruitment processes, minimize risks for job seekers, and uphold the integrity 

of the hiring process. 
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III. PROBLEM AND EXISTING SYSTEM 
 

A. Limited Data Sources: Many existing systems rely on a limited set of data sources, such as job boards 

or company websites, which may not capture the full spectrum of fraudulent activity. Fake job postings often 

proliferate across various platforms, including social media and classified ad websites, making it challenging to 

detect them with conventional methods. 

B. Manual Review Processes: Some systems employ manual review processes where human reviewers 

assess job postings for authenticity. However, this approach is time-consuming, resource-intensive, and prone to 

errors. Human reviewers may overlook subtle indicators of fraud or be unable to keep up with the sheer volume 

of postings, leading to missed opportunities for detection. 

C. Rule-Based Approaches: Certain systems rely on rule-based approaches to identify fake job postings 

based on predefined criteria or patterns. While these methods can be effective to some extent, they may struggle 

to adapt to evolving tactics used by fraudsters. Rule-based systems often lack the flexibility and scalability needed 

to detect sophisticated forms of fraud. 
D. False Positive Rates: Existing systems may suffer from high false positive rates, where legitimate job 

postings are incorrectly flagged as fraudulent. This can lead to frustration for job seekers and employers and 

undermine the credibility of the detection system 

E. To Address these challenges requires the development of more comprehensive and adaptive detection 

systems that leverage advanced machine learning techniques, diverse data sources, and continuous feedback 

mechanisms. By recognizing the limitations of existing systems, researchers and practitioners can design more 

effective solutions for combating fake job postings and protecting job seekers. 

IV. SYSTEM ARCHITECTURE 
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In these desperate times, thousands of scammers exploit the economic crisis on the internet by producing fake 

employment listings that appear real. These fraud artists imitate real firms' hiring practices and produce convincing 

corporate websites. However, a thorough examination can differentiate these hoaxes. Common signs of fraud 

include the request for personal information during interviews. Given the current state of the economy, many 

desperate job seekers might ignore these red flags and fall victim to these scams. It's critical to identify phony 

employment postings among the many promotions to prevent falling for scams and real opportunities. Missing 

corporate logos, initial correspondence from illegitimate email accounts, and the necessity for sensitive data are 

telltale signs. This project focuses on detecting fraudulent job listings using data science techniques. The 

implementation involves steps like data collection, preprocessing, splitting, classification, and evaluating results 

to predict the  accuracy rate  

 
                      Fig. 1. Block Diagram of system. 

 

Python: Python is an interpreted high-level programming language for general-purpose programming. Created 

by Guido van Rossum and first released in 1991, Python emphasizes code readability with significant whitespace. 

It features a dynamic type system and automatic memory management. Python supports multiple programming 

paradigms, including object-oriented, imperative, functional, and procedural, and has a large and comprehensive 

standard library. 

Natural Language Processing (NLP): NLP techniques can help in analyzing the text, such as tokenization, 

stemming, and lemmatization. These techniques can improve the accuracy of feature extraction and classification. 

Pandas: Pandas is an open-source Python library providing high-performance data manipulation and analysis 

tools using powerful data structures. Developed by Wes McKinney in 2008, it was designed to meet the need for 

flexible data analysis tools. Pandas enables five typical steps in data processing and analysis: load, prepare, 

manipulate, model, and analyze. 

Numpy: NumPy (np) is a package that performs various numerical calculations. To draw on the canvas, different 

colored points are initialized into NumPy arrays. Because these arrays are built as deques, they effectively record 

the coordinates of dots rendered in each color.  When the maximum length of the deque is reached, the old points 

are removed, and new points are added to the arrays representing the various colors as the program runs. Drawing 

points are updated constantly as a result, and memory is not utilized excessively. 

Machine Learning Models: Consider using supervised learning algorithms like Support Vector Machines 

(SVM), Random Forests, or Neural Networks to train your model on the extracted features. These models can 

learn patterns and make predictions on new text data. 

 

V. ARCHITECTURE DIAGRAM 
 

A block diagram shows the architecture of the random forest classifier 

 

I. Block diagram: 
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Fig. 2. Block Diagram of system. 

 

VI. IMPLEMENTATION AND DEPLOYMENT 

 
Implementing and deploying a system to detect fake employment listings, follow these steps: 

 

1. Data Collection: Gather a large dataset of job postings, including both legitimate and fraudulent ones. The 

dataset was collected from online (www.Kaggle.com) The dataset contains 18,000 different samples of job posts. 

It contains different parameters of job post like Title, Location, salary, department, required education ,etc. 

Sources can include job boards, company websites, and reported scam databases. 
 

2. Data Preprocessing: Clean and preprocess the data by removing duplicates, normalizing text, and extracting 

relevant features like email domains, presence of corporate logos, and request for sensitive information. 

 

3. Splitting: Divide the dataset into training, validation, and test sets to ensure robust model performance 

evaluation. The data we use is usually split into training data and test data. The training set contains a known output 

and the model learns on this data in order to be generalized to other data later on. We have the test dataset (or 

subset) in order to test our model’s prediction on this subset. 

 

4. Classification: Use machine learning models such as logistic regression, decision trees, or neural networks to 

classify postings as legitimate or fraudulent. Feature engineering is crucial here, focusing on identifying red flags 

like unusual email addresses or missing corporate details. 

 

5. Accuracy Results: Evaluate the model using metrics such as accuracy, precision, recall, and F1 score. Fine-

tune the model to balance between detecting fraud and minimizing false positives. 

 

VII. RESULTS AND DISCUSSION 

 

1) 1)       The proposed model for fake job detection, utilizing Logistic Regression and the Passive Aggressive 

Classifier, demonstrates promising performance across various evaluation metrics. Following extensive training 

on a cleaned and transformed dataset, the model achieved notable success in distinguishing between legitimate 

and fraudulent job postings. 
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2)  One of the primary metrics of interest is the reduction in the suspect list, which serves as a measure of 

the model's ability to accurately identify potentially fake job postings. Our model achieved an impressive 92% 

reduction in the suspect list, highlighting its efficacy in flagging suspicious postings for further investigation. 

3) The success rate of the model in identifying fake job postings is another crucial indicator of its 

performance. Through rigorous testing, we observed an average success rate of 92.05% in correctly classifying 

fraudulent incidents. This high success rate underscores the model's utility in assisting security forces and law 

enforcement agencies in combatting fraudulent activities in the job market. 

4) The practical implications of our model are significant, particularly in the context of criminology and 

law enforcement. By accurately identifying fake job postings, our model equips security forces with a valuable 

tool for preemptive intervention and investigation. This proactive approach not only helps protect job seekers 

from falling victim to fraudulent schemes but also aids in the overall maintenance of integrity within the job 

market. 

5) While our model demonstrates promising results, it is not without limitations. One notable limitation is 

the reliance on synthetic incident-level fake news data, which may not fully capture the complexities and nuances 

of real-world scenarios. Additionally, the model's performance may vary depending on the quality and 

representativeness of the training data. In future research, addressing these limitations could involve incorporating 

more diverse and representative datasets, as well as exploring alternative modeling techniques to further enhance 

performance. Additionally, ongoing refinement and validation of the model in real-world settings will be crucial 

for assessing its robustness and generalizability 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Dashboard for fake job detection 
 

 
 

Fig. 4. Prediction 
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Fig. 5. Accuracy results 

 

 

VIII. CONCLUSION 

A practical model based on Logistic Regression and the Passive Aggressive classifier is proposed, 

incorporating novel methodologies for predicting fake job postings. The model synthetically generates 

incident-level fake news data, which is otherwise difficult to obtain. The simplicity of the model is achieved 

through the independence assumption applied to the regression and classifier. 

The project focuses on predicting fake job postings by analyzing the location where such incidents occur. Using 

machine learning techniques, we built a model trained on a dataset that underwent extensive data cleaning and 

transformation. The model benefits from the independence assumption, achieving a 92% reduction in the suspect 

list. 

Experimental results demonstrate that the proposed model can be effectively used in criminology, achieving an 

average success rate of 92.05%. This model not only helps security forces identify fake job postings but also 

integrates acquaintances into the decision-making process, enhancing its predictive capability 
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