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ABSTRACT 
 The medical field is dealing with huge amount of data regularly. Handling that large data by traditional way may 

affect the results.  Advanced data mining techniques are used to find out facts in database and for medical research, 

particularly in Heart disease prediction.  Heart disease is the leading cause of death all over the world. The massive 

amounts of data generated for prediction of heart disease which is too difficult and baggy to be processed and 

analyzed by conventional methods. Data mining provides the methodology and technology to transform these 

mounds of data into useful information for decision making.  Use of data mining algorithms will result in quick 

prediction of disease with high accuracy.  In this paper we survey different papers in which single or hybrid 

combination of data mining algorithms are used for the prediction of heart disease, so that we can identify the 

algorithms with high accuracy for further research. 
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1. Introduction 

1.1 Data mining and medical industry  

Data mining is technique of exacting implicit, previously unknown and future useful information from available 

data. In short it is process of analyzing data from different viewpoint and assembling the knowledge from it. To 

extract unknown patterns and relationships from huge databases, data mining mixes the statistical analysis, machine 

learning and database technology. The acquire knowledge can be useful for different application namely health care 

industry. Health Informatics is a rapidly growing field that is concerned with evolving Computer Science and 

Information Technology to medical and health data. Medical Data Mining is a domain of challenge which involves 

lot of misdiagnosis and uncertainty. A general framework proposed for medical data mining is shown in Fig.1 [2]. 
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1.2 Heart disease 

 Heart is an important organ of all living individual, which plays an essential role of blood pumping to the rest of the 

organs through the blood vessels of the circulatory system.  If circulation of blood in body is improper the organs 

like brain suffer and if heart stops working altogether and death occurs.  Life is completely dependent on proper 

working of the heart. The term Heart disease refers to disease of heart & blood vessel system within it.   

 Factors that increases the risk of Heart disease: 

 Family history  

 Age 

 Smoking  

 Poor diet  

 High blood pressure  

 High blood cholesterol  

 Obesity  

 Physical inactivity  

 Hyper tension  

In many cases, diagnosis is generally based on patient’s current test report & doctor’s experience. Thus the diagnosis 

is a complex task that requires high skill & much experience. 

 

2. Literature Survey 

Carlos Ordonez [3] did study on prediction of heart disease with the help of Association  rules. They used a simple 

mapping algorithm. This algorithm constantly treats attributes as numerical or categorical. This is used to convert 

medical records to a transaction format. An improved algorithm is used to mine the constrained association rules. A 

mapping table is prepared and attribute values are mapped to items. The decision tree is used for mining data 

because they automatically Split numerical values [3]. The split point chosen by the Decision tree are of little use 

only. Clustering is used to get a global understanding of data.  
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Deepika [4] have worked on Pruning-Classification Association Rule (PCAR), for mining Association Rule. PCAR 

based on analysis of Apriori algorithm. PCAR deals with minimum frequency item sets. It deletes irregular item 

from item sets. Then it classifies item sets based on frequency of item sets and find out the frequent item sets. 

C. Ordonez [12] uses association rules a technique in data mining to get better heart disease prediction result .The 

author have worked on the limitation of association rule which is nothing but mining the entire data set without 

validation on an independent sample. The modified   algorithm with search constraints was introduced to trim down 

the number of association rules and validated using train and test approach. They have studied two complementary 

tasks: predicting the absence and predicting the existence of heart disease. 

P. Chandra, M.Jabbar [13] produced class association rules using feature subset selection to detect a heart disease. 

Association rule determines relations between attributes values and classification to predict the class in the patient 

dataset [13]. Feature selection measures like genetic search determines attributes which helps in predicting heart 

diseases. 

Usha Rani [5] have proposed a system for predicting heart disease with the help of artificial neural network which is 

a combination of feed forward and back propagation algorithm. The experiment is carried out by considering single 

and multilayered neural network models. Parallelism is implemented to speed up the learning process  at each neuron 

in all hidden and output layer.  

In [6] R. Setthukkarasi, have developed a novel neuro fuzzy technique to diagnose the fact of the disease from the 

set of the patient report. A generalized database is constructed for decision making from the reduced attributes set 

which is output of genetic algorithm. A four layered fuzzy neural network for efficient modeling and reasoning with 

temporal dependencies under uncertainty is used. 

In [8] Chaitrali Dangare has implemented system to predict heart disease three data mining classification techniques 

were applied that is Decision trees, Naive Bayes & Neural Networks. From results it has been seen that Neural 

Networks better than Decision trees & Naive Bayes.  

M.Akhil jabbar, B.LDeekshatulu, Priti Chandra [7] propose a new algorithm which combines KNN with Genetic 

Algorithm for effective classification.  To provide optimal solution genetic algorithms perform global search on 

complex large and multimodal dataset. From the results it is also observed that hybridizing GA with KNN performs 

well and give great accuracy. 

Ankita Dewan [1], proposed efficient genetic algorithm mix with the back propagation technique approach for heart 

disease prediction. They have made conclusion that neural network is best among all the classification techniques 

for a non-linear data.  BP algorithm is the best classifier of Artificial Neural Network which is a common method of 

training. In this the primary system output is compared to the desired output, and the system is adjusted until the 

difference between the two is minimized. But it has drawback of being stuck in a local minima. 

Shadab Adam Pattekari and Asma Parveen [9] developed a Decision Support in Heart Disease Prediction System 

using Naive Bayesian Classification technique. The system discovers the hidden knowledge from a past heart 

disease database. This is the most effective model to predict patients with heart disease. This model could respond to 

complex queries, each with its own strength with respect to ease of model interpretation, access to detailed 

information and accuracy. 

R. Bhuvaneswari et al., [10], use Naive Bayes classifier in medical applications. The author have used two  well-

known algorithms of data mining classification that is  Back propagation Neural Network(BNN) and Nave Bayesian 

(NB) which calculate the  probability of the object among all objects by studying  the previous experience. Bayesian 

technique is developed on the probability concept. The posterior from the prior is calculated by bayes rules  based on 

the precise nature of the probability model, Naive Bayes classifiers is used to trained very efficiently in a supervised 

learning setting. 

 

 Nilakshi P. Waghulde, Nilima P. Patil [11] did an experiment with Heart Disease dataset by taking into 

consideration of Multi-Layer Neural Network along with Back propagation Learning Algorithm for training the 

network. To optimize the initialization of neural network weights genetic algorithm is used. This work shows the 
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result of Genetic Neural Network for  prediction of heart disease by improving the accuracy as 98% using optimize 

neural network architecture it  predicts whether the patient is suffering from heart disease or not. 

K. Srinivas [14] proposed Application of Data Mining Technique in the prediction of Heart Attacks. The author 

have studied  classification based data mining techniques such as Rule based, Decision tree, Naive Bayes and 

Artificial Neural Network to the massive Volume of healthcare data. Tanagra data mining tool was used for 

examining data analysis, machine learning and statistical learning algorithms.  They have used the training data set 

of 3000 instances with fourteen different attributes. The instances in the dataset are representing the outcome of 

different types of testing to predict the accuracy of heart disease. 

Sudha et al. [15] studied the classification algorithm like Naive Bayes, Decision tree and Neural Network for 

detecting the stroke diseases. The classification technique like decision trees, Bayesian classifier and back 

propagation neural network were used in this study. The records with unrelated data were deleted from data 

warehouse before mining process occurs.  

Dr. D. P. Shukla et. al. [16] performed a work of, designing a system which could recognize the probability of a 

coronary heart disease. He has separated all parameters into two levels  based on the criticality of the parameter and 

assigned each level a separate weight age. Finally both the levels are taken into consideration to take a final 

decision. The author has proposed neuro-fuzzy integrated approach at two levels. In this the error rate is very low 

and work efficiency is high. The author have made conclusion that this same method could be used to perform the 

analysis on some other diseases also. 

3. CONCLUSIONS  
 In this survey paper we have studied the various exiting technique for predicting heart disease  with the 

support of data mining. From this survey we got the knowledge about how to apply data mining technique to predict 

the heart disease. Previously exiting system was design mostly with single algorithm which is not providing good 

accuracy, from some researchers work we have observed that by hybridization of two or more algorithm we can 

acquire more accuracy.   
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