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ABSTRACT 
 

Improvement in cloud networking, cloud infrastructure and processing data demands for flexibility of resource 

management. For maintaining the high availability of cloud data center, fault tolerance systems should be the main 

requirements which include the effective load balancing and migration of applications by not interrupting any other 

services running. The limitation of the available Virtual Machine Load balancing policies for the cloud is to gain 

resource utilization ratio by safeguarding an efficient and upright allocation of computer resources. VM Migration 

allows virtual machines to be migrated from one host machine to another host machine without interfering with 

software or processes running on those virtual machines. During this VM migration process, the data which is 

migrated over network becomes vulnerable and confidentiality of user can be breached. Therefore, it is required to 

develop an efficient solution to migrate data securely over the cloud. The proposed framework is capable to balance 

the load with the help of round-robin algorithm using it by HAProxy load balancer and securely migrating the 

application requests if any of the load balancer server is overloaded or would not be able to take requests from the 

clients. The proposed model also has Ganglia Monitoring implemented which can intelligently monitor all the tasks 

which are performed by all the servers located in the same cluster and shows it at the main server where the gmetad 

services is implemented and it shows all the data which are collected from the nodes located in the cluster. The 

target of achieving fault-tolerance cluster and highly available cluster is being fulfilled by this proposed framework. 
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1. Introduction 

Cloud computing is an evolving computing paradigm that has influenced every other entity in the globalized 

industry, whether it is in the public sector or the private sector. Considering the growing importance of cloud, 

finding new ways to improve cloud services is an area of concern and research focus. Flexibility of resource 

management is being demanded for the improvement in the networking o cloud, infrastructure and processing of 

data. For maintaining the high availability of cloud data center, fault tolerance systems should be the main 

requirements which include the effective load balancing and migration of applications by not interrupting any other 

services running. 
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For effective load balancing and migration process we are installing Ganglia Monitoring System for monitoring the 

cloud data center which is scalable and allow us to view variety of system metrics of Linux servers and clusters in 

real time. Ganglia allow us to set up grids (locations) and clusters (groups of servers) for better management. Thus, 

you can create a grid composed of all the machines in a remote environment, and then group those machines into 

smaller sets based on other criteria. In the back end ganglia is made up of four components like gmond, gmetad, 

RRD and PHP web front-end.  

Every node which you want monitored has gmond installed. Every server node uses gmond to send the data to the 

master node running gmetad. Gmetad collects the data of all the nodes and send it to the RRD tool to be stored. The 

stored data can be viewed by the web browser with the help of PHP web front-end. 

The data which we can view by web front-end is being organized on several levels. Ganglia itself organizes nodes 

which can be individually monitored into clusters which are groups of similar nodes. Collection of clusters also can 

be organized on a higher level into grids. 

2. Problem Statement 

2.1 Problem Identified 

Load reconciliation and VM migration with cloud information centers are a unit such a big amount of issues coming 

back within the means, very less analysis work is completed with this and ideas projected with the Ganglia 

Monitoring System enforced with Load Balancer. 

However, at the current stage this analysis remains suppositious with solely suppositious models and systems being 

projected. As we discover there are some drawbacks in current state of affairs that is enforced and also the analysis 

that is completed until the date during this domain. Conjointly the security concern is high as a result of we'll use the 

live migration technique for migrating the applications of the VM. 

We will concentrate on the load balancer technique and therefore the Ganglia Monitoring System which may work 

along and therefore the Ganglia monitoring system that is analysing the load balancer performance and checking 

each ten seconds is in a position to give notice antecedently concerning the alert for migrating the VM applications 

for continuity and high handiness of the applying running on the VM. 

Focus is on the load balancer technique and the Ganglia Monitoring System which can work together and the 

Ganglia monitoring system which is analysing the load balancer performance and checking every 10 seconds is able 

to notify previously about the alert for migrating the VM applications for continuity and high availability of the 

application running on the VM.  

2.2 Problem Statement 

To design and develop a new framework for fault tolerance cluster in order to mitigate the high availability issue and 

load balancing issue in cloud data center through monitoring the cluster nodes in cloud data center by Ganglia 

Monitoring and migrating the application data to less loaded node if any load balancer server is fully loaded. The 

load balancing is performed by Round Robin algorithm and HAProxy. Hence, my objective can be stated as follow 

“Secure Resource Aware Load Balancing through VM Migration in Cloud Data Center”. 

2.3 Existing System 

High availability is a performance of system that permits associate the application to mechanically restart or reroute 

work to a different capable system within the event of a failure. In terms of servers, there square measure a couple of 

completely different technologies required to line up an extremely obtained system. There should be a part which 

will redirect a work which is called as a migration and there should be a mechanism to observe for failure and 

transition the system if disruption is detected which is any monitoring system. 

The keepalived daemon may be accustomed monitor services or systems and to mechanically failover to a standby if 

issues occur. The keepalived is used to set up high availability server for the software load balancers. There must be 

floating IP address which can be moved between multiple capable load balancers. All the set up can be configured to 
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divide the traffic between multiple backend web servers. If the first load balancer goes down, the floating 

information processing are affected to the second load balancer mechanically, permitting service to resume. 

A Floating IP Address is associate IP address which will be instantly transfer from one drop to a different drop 

within the same data center. 

  

Figure 2.3.1 Active Primary Load Balancer
[26] 

As shown in the Figure 2.3.1, the user request goes to the web server which has floating IP Address. The Web server 

is connected with the primary and secondary load balancers. And the both primary and secondary load balancers are 

connected through Health Check. The health check between two load balancers checks if both the load balancers are 

alive or not. Here the figure shows that the primary load balancer is alive and can take the traffic of the main web 

server and proceed the request via primary load balancer and the application server 1 with database master in which 

we can read and write the data. 

  

Figure 2.3.2 Active Secondary Load Balancer
[26] 

As shown in Figure 2.3.2, the primary load balancer goes down because of the overloading of traffic so the traffic 

passes to the Secondary load balancer which is active and connected to the primary load balancer via Health check. 

The secondary load balancer is alive and can take traffic from the main web server and the traffic passes to the 

secondary load balancer which is connected with application server 2 with master database through which we can 

read and write the data same as the Primary load balancer. 
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Here both the databases of the application servers are connected with each other with the replication process and if 

any database goes down than the other database can receive the read-write request and can proceed to that requests 

also. 

3. Proposed Solution 

Geospatial data involves the things which are related to space and time also latitude and longitude coordinates. This 

data is collected from the satellite imaginary and remote sensing. The increasing data rate hints upon the challenges 

of analyzing, managing, storing, processing and visualized the large amount of data. Geospatial data collection has 

been shifting from a data sparse to a data rich paradigm. [] the data sets are categorized as vector data and raster 

data. 

3.1 Proposed Framework 

Proposed structure imagined as a key segment. It is an end to end fault tolerance and highly available system that 

does the load balancing and migration of the application if any node is under highly loaded condition. Figure 

demonstrates the proposed framework, which consist three server load balancers segments, three applications 

servers with replication database and one main server with the floating IP. 

Different Phases of Proposed Architecture: 

 Main Server: The main application server would gather all the user/client requests from the internet. The IP 

of this machine would work as a floating IP which is passing all the client request to the Load Balancer 

Servers. 

 All Load Balancer Servers: The Load Balancer Server accept the client request from the main server and 

handles the request according to its priority. It handles the applications according to the availability of 

resources in Load Balancer Servers. All the Load Balancer Servers have the HAProxy implemented which 

balances the load according to its priority.  

 All Application Server: The Application Servers accept the requests for application installed on the 

machine with replicated database. The accepted request is being processed in all Application Servers and 

the reply is generated from the Application Servers and send back to the main server through Load 

Balancer Servers. 

Now as shown in Proposed Model, we have used three load balancers instead of two to make it highly available and 

fault tolerance which help us to manage load in a smooth manner. High Load Balancer is used to balancer very high 

and very low load categories. Medium Load Balancer is used to balance medium or average kind of load categories 

and at last low load balancer is used to balancer normal high and normal low load categories.  

The Ganglia Monitoring System is being implemented in Main Web server which has the floating IP address and 

through Ganglia Monitoring System we can get the updates of the server for every 10 seconds. Ganglia Monitoring 

System monitors every cluster and grids. It will generate the report of each and every node of the cluster and the 

report will be generated in XML format and the admin can see that report and make changes in any system or server 

if required. 
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Figure 3.1.1 Proposed Framework 

If any system is overloaded or near to overload than Ganglia Monitoring System is give the notification for that and 

admin can provide some protection over the problem or can switch the traffic between multiple web servers so that 

the problem does not occur and the availability of the service does not break. 
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3.2 Proposed Workflow 

  

Figure 3.2.1 Proposed Workflow 

3.3 Proposed Solution 

Our proposed solution is seek to create viable solution that is load balancing and VM application migration based on 

round-robin algorithm way to deal with challenges distinguished in the balancing of load in cloud data center which 
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are highly loaded machines and needs to be distribute its load among all the servers located in cloud data center and 

also make the cloud data center highly available and fault tolerance in all conditions. 

Steps for balancing the load and migrating the requests: 

1. Input in the form of user requests from the floating IP for using applications installed in application server 

located in cloud data center. 

2. Sorting the requests by the round-robin and haproxy among the load balancers located in cloud data center 

according to the priority of the load balancers and assignment of floating IP. 

3. Request is handled by the choosen load balancer and the associate application server. 

4. Response of the request is generated by application server and send it back to load balancer and load 

balancer sends the response to the user by the main server. 

5. All the process is monitored by the Ganglia Monitoring by the services starting by gmetad, ganglia-monitor 

and apache. 

6. The main server having the gmetad service on is able to show the web interface of ganglia and we can see 

the all process monitored. 

7. All the load balancing servers, application servers, etc are giving the information of them to the main server 

by passing it to the main server by gmond. 

4. Implementation 
 

Implementation stage requires proper planning and understanding and limitations of existing system. It is the phase 

in which we apply our own methodology to mitigate the limitations and to enhance the existing mechanism. Below 

figure shows the cloud data center architecture setup to implement propose highly available and fault tolerance 

cluster in cloud data center. 

Here we used Nginx for handling the requests, HAProxy to split the requests, Keepalived IP for failover capabilities, 

Floating IP for reassigning the IP address, Ubuntu 14.04 Operating System and Ganglia Monitoring System to 

implement a proper resource aware monitoring system in cloud data center. 

4.1 HAProxy Configuration 

Basically we installed and configured the web server with the help of Nginx which only listen for any requests on 

the private IP of the servers. After that we installed HAProxy which passes all the requests to all the web servers by 

HAProxy configurations. In HAProxy configuration file we set the traditional round-robin algorithm for balancing 

the load among the three servers and the location where HAProxy will pass the received traffic. 
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Figure 4.1.1 HAProxy Configuration File 

4.2 Keepalived Configuration 

Keepalived is installed and configured for the high availability of the cloud data center. In the configuration file of 

keepalived the heart beat is there to check for the availability of the server then there are server availability check, 

network check, etc. The network check will check for the network availability and if not then it transfers the 

application requests to the mentioned available Virtual Machines. There is also authentication block which is being 

used for the secure migration of the application. At last there a notify_master script which executes whenever the 

node becomes master in all load balancers. This scrip is responsible for triggering the reassigning of floating IP. 

 

Figure 4.2.1 Keepalived Configuration File 
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The master.sh file is created on the all load balancers. Inside master.sh assign a variable called IP which holds the 

floating IP. Use curl to receive and assign metadata service for ID of the server we are currently on. Also check if 

this ID has the floating IP assigned to it or not and store the result in a variable named as HAS_FLOATING_IP. 

Now we ca use the variable to call the assign-ip script. We can only call the script in a scenario where floating IP is 

not already associated with ID. It helps to minimize API calls which helps to prevent the conflicting requests to the 

API in cases where the status of master switches between servers rapidly. 

To handle the cases where floating IP already has an event in progress we will retry the assign-ip script for few 

times. Here we attempt to run the script for 10 times with an interval 0f 3 seconds between each call. The loop will 

terminate immediately if the floating IP move went successful. 

 

Figure 4.2.2 master.sh file 

4.3 Configure the Ganglia Monitor system 

On the master node we have installed ganglia-monitor, rrdtool, gmetad, ganglia webfrontend. We set the online 

graphical dashboard by copying the Ganglia web frontend and configuration file to Apache sites-enabled folder. 

 

Figure 4.3.1 Ganglia Web Front-end 
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Set up your cluster named as bisagcluster in ganglia by editing in gmetad.conf file. It includes and configures where 

and how the gmetad daemon will collect data. And edit the gmetad.conf and gmond.conf file. 

After starting the services of ganglia-monitor, gmetad and apache we can see the web front-end of ganglia 

monitoring system. 

5. Conclusion 

The paper addressed issue of resource aware load levelling for cloud data centers that we are able to thought-about 

because the serious issue of the cloud data centers. And currently a days a lot of and a lot of folks obtaining are 

becoming virtualized by IT infrastructure and getting committed cloud technologies therefore the use of cloud 

information centers square measure increasing day by day. We’ve got to use live migration techniques for migrating 

the VM application thus for that security is additionally main concern as a result of in migration security of VM can 

be compromised. 

Therefore to create cloud data center a lot of economical and secure we tend to square measure addressing the higher 

than issue to implement the secure live migration techniques and essential load balancer and observation system that 

monitors the total cloud data center entities and provides some reasonably alert or notification for any issues which 

may be happens in future.  
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