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ABSTRACT 

 
Power efficiency is one of the main issues that will drive the design of data centers, especially of those devote d 

to provide Cloud computing services. In virtualized data centers, consolidation of Virtual Machines (VMs) on 

the minimum number of physical servers has  recognized as a very efficient approach, as this allows unloaded 

servers to be switched off or used to accommodate more load, which is clearly a cheaper alternative to buy 

more resources. The consolidation problem must be solved on multiple dimensions, since in modern data 

centers CPU is not the only critical resource: depending on the characteristics of the workload other resources. 

The problem is so complex that centralized and deterministic solutions are practically useless in large data 

centers with hundreds or thousands of servers. 
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1. INTRODUCTION 
 

All main trends in information technology, for example, Cloud Computing and Big Data, are based on 

large and powerful computing infrastructures. The ever increasing demand for computing resources in 

companies and resource providers to build large warehouse-sized data centers, which require a 

significant amount of power to be operated and hence consume a lot of energy. The virtualization 

paradigm can be exploited to alleviate the problem, as many Virtual Machine (VM) instances can be 

executed on the same physical server. This enables the consolidation of the workload, which consists in 

allocating the maximum number of VMs in the minimum number of physical machines. Consolidation 

allows unneeded servers to be put into a low-power state or switched off (leading to energy saving), or 

devoted to the execution of incremental workload (leading to savings, thanks to the reduced need for 

additional servers). Unfortunately, efficient VM consolidation is hindered by the inherent complexity 

of the problem. Virtualization is an important and core technology for cloud computing. It allows the 

abstraction of fundamental elements of computing such as hardware, storage and networking. 

Virtualization technology has helped the cloud data centers to effect ively increase resource utilization, 

reduce electricity costs and ease management complexities. But there are many challenges in providing 

services with reliability and performance guarantee in such a complex virtualized environment 

involving server consolidation. 

 

 

 

 



Vol-2 Issue-3 2016  IJARIIE-ISSN(O)-2395-4396 

2478 www.ijariie.com 3150 

2. BACKGROUND 

 
Load balancing is the major concern in the cloud computing environment. Cloud comprises of many hardware 

and software resources and managing these will play an important role in executing a client's request. Now a 

day's clients from different parts of the world are demanding for the various services in a rapid rate. In this 

present situation the load balancing algorithms built should be very efficient in allocating the request and also 

ensuring the usage of the resources in an intelligent way so that underutilization of the resources will not occur 

in the cloud environment. In the present work, a novel VM-assign load balance algorithm is proposed which 

allocates the incoming requests to the all available virtual machines in an efficient manner. 

  

Load balancing is the process of improving the performance of the system by shifting of workload among the 

processors. Workload of a machine means the total processing time it requires to execute all the tasks assigned 

to the machine. Load balancing is done so that every virtual machine in the cloud system does the same amount 

of work throughout therefore increasing the throughput and minimizing the response time. Load balancing is 

one of the important factors to heighten the working performance of the cloud service provider. Balancing the 

load of virtual machines uniformly means that anyone of the available machine is not idle or partially loaded 

while others are heavily loaded. One of the crucial issue of cloud computing is to the workload dyn amically. 

The benefits of distributing the workload includes increased resource utilization ratio which further leads to 

enhancing the overall performance thereby achieving maximum client satisfaction. 

 

 
Fig 1.1 general load balancer 

 

 

 

3. PROPOSED SYSTEM 

 
There will be designed a novel Auto Load-aware Scale scheme We will describe scale in and scale out strategy 

based on prediction algorithm. A new proactive technique for auto-scaling of resources that changes the number 

of resources for the private cloud dynamically based on system load is proposed. The technique that supports 

both on-demand and advance reservation requests uses machine learning to predict future workload based on 

past workload. 

 

Work flow : 

• Periodically Probing of all current Vm's for checking their load is to be deployed on a  

central cloud controller. 

• Machine learning based Api's will be used for future prediction based on Heuristics i.e   past statistics.  
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• If statistic indicator is below threshold then auto scaling will be called for launching new Vms. 

• Load balancing results into an optimal resource scheduling. 

 
Proposed System Algorithm : 

Input[CPU Util , Memory Util] 

 Start Procedure 

 Repeat For All VM Instances  

 Vector_ load _info <> = fetch < CPU_ utill , Mem_ util > 

 End For 

 Threshold = ML_LIB(Past_ Work_ load) 

 Avg <- Average(Vector _load _info <>) 

 if Avg (Vector _load_ info) > Threshold 

 call Scale _up() 

 else 

 Map Request to Vm with Minimum loaded 

 End Procedure 

 

Flowchart : 
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4. RESULT ANALYSIS 

 
 

Here we have shown the result analysis by implementing the proposed system and comparision of 

existing and proposed system. 

 

 
 

Fig 4.1 output of data displayed for prediction  

 

 

 
 

 

Fig 4.2 Output of parameters value fetching repeat after fix time span 
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Fig 4.3 Scaling up procedure 

 

 

 

 
 

 

Fig 4.4 CPU Utilization Graph 
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Fig 4.5 Memory Utilization Graph 

 

 

 

5. CONCLUSION AND FUTURE WORK 

 
The approach we applied will improve the efficiency of resource utilization by using machine learning 

technique in cloud computing environment. By following this approach using dynamic threshold policy it can 

work efficiently for different dynamic conditions in cloud computing. In future we can focus on the other 

parameters like temperature of the cpu , As it can provide the more dynamic and efficient approach . The 

placement of the VM is also needed to be considered for dynamicity in the system. More dynamic threshold 

policies can be applied to existing algorithm. 
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