
Vol-8 Issue-3 2022               IJARIIE-ISSN(O)-2395-4396 

    

16808 ijariie.com 1494 

Stock Price Prediction 
Niraj Rasal

#1
, Vijay Chavan

#2
, Rushikesh Rathod

#3 
, Atul Giramkar 

#4 
, Prof Subhash G Rathod

5
 

B.E Computer Department,  MMIT.

Abstract 

 
Predicting stock prices is a complex task that requires aggression is the background of the algorithm to 

calculate long-term sharing prices. Stock prices are associated within the market environment; so it will be 

difficult to predict the cost. The proposed algorithm is used stock market data forecast using machine learning 

techniques such as a recurrent neural network called the Short Term Remember, in that process the weights are 

adjusted to each data point using a decrease in stochastic gradient. This program will provide accuracy results 

compared to the current stock price forecast algorithms. The network is trained and tested in various sizes  

of input data to promote image results. 
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I. INTRODUCTION 

The stock market is a place where public stocks the company is for sale. As discussed variables  

The nature of the stock market makes it a demanding place plenty of analysis with predicted old data. 

Previous trend prediction algorithms using stock data for historical timeline series. standard stock of science 

pricing forecast processes focus on calculations stock data analysis. On paper it will improve stock 

a data forecast system that uses previous stock prices and the data will be considered as training training 

programs for predict stock prices for a specific share of this program improves the process. This model 

considers historical stock price history for company price and using RNN (Recurrent) a process called Long 

Short Term Memory (LSTM). In the proposed approach looks at available historical data a share and provide 

prediction for a particular feature. Features stock Opening prices, High day, day Low, Previous day price, 

Closing price, Trading day, Total Trading Value and Profit. Proposed model uses time series analysis to predict 

sharing the price of the time required. the proposed will be considering the Indian  stock exchange Company 

named as National Stock Exchange of India Limited (NSE) .The National Stock Exchange (NSE) is Indian a 

stock exchange entity, the NSE became the first exchange India providing modern, offers the latest location for 

investors spread the length and breadth of country. It is completely modern with all the latest buildings,, which 

provides investors with an institution to trade from anywhere in India. This plays an important role to prepare 

the Indian equity market for expansion 

transparency, integration and efficiency of the capital market. The NSE's Common Index, CNX NIFTY, is used 

surprisingly an investor throughout India as well worldwide. Provides commercial accommodation, 

compensation and cancellation on equity and debt market as well in addition to that of other exits. This is one of 

the many Indians astronomically enormous mazuma, currency and index trading options Trading worldwide. 

Many local and congregational companies have said be interested in trading. Several regional 

companies include TATA, WIPRO, HDFC and YES BANK Ltd. Among pilgrim investors, few are strategic 

Capture the city party, Mauritius limited, Tiger Five Ecumenical Assignments. 

II. RELATED WORK 

 

During the literature review, data on current stock market speculation systems were considered. In the last 

two decades the discovery of stock returns has become an important field of research. In many cases scientists 

were trying to build a direct link between the factors affecting the world economy, moreover, to restore sto cks, 

no matter how possible, by revealing indirect signals in the return of a record of financial exchanges. has been a 

dramatic move in the area of scientists' focus on the indirect anticipation of stock returns. Despite the fact that, 

after the emergence of a number of documents in the limited estimates of the stock return, most of them wanted 

the indirect model to be shown before the measurement was made. in any case, in the sense that financial trading 

returns to the turmoil, uncertainty, confusion and indirect nature. There are various functions that are used to 

predict the parameters. In particular they include, binary threshold, direct threshold, hyperbolic sigmoid, and 

brown. 

An Investigation of Market Market Forecasts Using Machine Learning Method s has been mentioned. The 

stock exchange forecast has become a sharp point of interest. Specialized testing is one of them, yet it does not 

produce certain results in a reliable way, so it is important to develop accurate measurement strategies gradually. 
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All processes recorded under the backslide have their own advantages and disadvantages over a variety of 

related components. The way the straight backslide models work is that they are installed consistently using a 

small square method, however they can be incorporated into different practices, for example by reducing the "fit 

look" to another level, or by minimizing the disabled variation of the backlinking function. Also, the smallest 

square method can be used to match the indirect models. 

It is also said that [1] that stock price Multi-Source Predictability is a great example of learning to predict 

trading security is a difficult task, however the web has become a useful gadget to make this task less difficult, 

due to the related course of data action, it is certainly not difficult to remove some current trend , it is not easy to 

establish associations between different variables and, in particular, the subject of entertainment How budget 

information business can. adequate forecasting is the use of a variety of options based on certain official data 

and the use of different strategies, such as the use of an emotional analyst, to promote the remarkable 

relationship between human emotions and how they are influenced by Express stocks enthusiasm. One of the 

most notable areas of the wish strategy was to launch major events in web news to see how it has impacted stock 

prices. It is also mentioned that the protection of trade forecasts: using historical data analysis. The cost of stock 

or stock can be determined in advance using the database and its model in all realities than the need to use 

statistics to anticipate costs. The general framework is concerned only with the variety of items selected for 

forecasting. The latter is often achieved with the benefit of Genetic Algorithms (GA) or Artificial Neural 

Networks (ANN's) [5], but they neglect to establish a relationship between their stock costs as a long -term 

dependence. 

RautSushrut et al. [2] suggested that the supervised reading class be used to predict stock price movements 

based on financial index data, and determine its potential. In financial markets computer analytical methods 

have been portfolio modeling. A discussion on the mathematical AI approach has been handled; the use of the 

SVM method is illustrated in the paper and it has been shown that strategic methods can be used to predict stock 

prices. 

Manoj S Hegde et al. [3] investigates whether Long Short Term Memory (LSTM) networks are a type of 

continuous neural network (RNN) capable of resolving 

  

major line problems, and there is also discussion about the use of RNN (Recurrent Neural Networks) to predict 

stock prices. 

M. Roondiwala et al. [4] proposed that Long-Term Memory is the construction of the most popular RNN. In a 

private network layer, LSTM introduces a memory cell; a processing device that replaces normal synthetic 

neurons, utilizes these memory cells, networks that can effectively connect memory and remote inputs at a time, 

making it flexibly flexible to capture data structure over time with high prediction limit. It is also indicated in 

the paper that stock forecasts can be made on NIFTY50 shares. Data collection is one of the big steps and later 

training of our model and there is a need to test the algorithm using different data set in the a lgorithm. Our 

process will be discussed in the following sections  

As Kim and H. Y. Kim et al. [5] identify that 

.an another important issue with the ANNs is the basis for stock forecasting the surprise of the fluctuating trend, 

when large system loads become too large or too inscule (respectively), returning their union to the correct 

value. This is always presented in two parts: loads are loaded automatically and loads move closer to the end of 

the system moreover the slope to transfer more than it initially. It is also stated in the paper that the use of 

LSTM networks can be used in the process of stock price predictions. 

As discussed by S. According to Selvin et al. [6], The traditional forms of dealing with stock exchange 

investigations and stock price forecasts include a comprehensive review of the previous stock show and the 

general credibility of the organization itself, as well as a qualitative survey that only deals with the calculation 

and recognition of stock price schemes. stock price predicted. 

 

III. PROPOSED SYSTEM 

As mentioned in the previous section access to historical market data is a mandatory step. Then there is the 

need to extract the necessary element to analyze the data, and then classify it as a test and training data, training 

algorithm to predict value and the final step to visualize the data. Figure 1 represents the proposed Architecture 

of the proposed system.The standard LSTM unit consists of a cell, an information door, an entry door and a 

vision door. The cell collects values from time to time, and the three inputs control the flow of data to and from 

the cell. The main advantage of LSTM is its ability to read the interdependent temporal dependencies. Each 

LSTM unit collects information for a long or short period (hence the name) with out explicitly utilizing the 

activation function within continuous components. 
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an important point to note is that any cell structure rises separately with the result of negligence  

entry method, which changes from 0 to 1. In other words, the top door to  LSTM 

the cell is responsible for both the load and the capacity to initiate the state of the cell. Next, the data from the 

previous cell state can pass through the cell unchanged rather than expand or decrease significantly in each step 

or layer, and loads can meet their optimal quality at a reasonable time scale. This allows LSTMs to address the 

issue of volatile slopes - as the value entered in the memory cell can be adjusted over and over again, the trend 

does not disappear in preparation for retrospection, when markets such as the NSE and BSE are considered 

Indian trades. frameworks of our analysis. 

 

IV. STOCK PRICE PREDICATOR USING LSTM 

Proposed framework that you learn online in anticipation of imminent stock costs with the help of Long Short 

Term Memory (LSTM). Short-Term Memory (LSTM) is a fake neural system (RNN) design [1] used in the 

field of in-depth learning. Unlike conventional sensory feeding systems, LSTM has input entities. The process 

focuses not only on a single information (e.g. photographs) but also on organizing complete information, (for 

example, a speech or a video). For example, LSTM is a functional activity, such as non -segmentation, related 

written recognition, speech recognition and recognition of abnormalities in scheduled traffic or IDS (spatial 

disturbance structures). 

 

Algorithm 1: Stock prediction using LSTM. 

Step 1: Start. 

Step 2: Data Preprocessing after getting the historic data from the market for a particular share. 

Step 3: import the dataset to the data structure and read the open price. 

Step 4: do a feature scaling on the data so that the data values will vary from 0 and 1. 

Step 5: Creating a data structure with 60 timestamps and 1 output. 

Step 6: Building the RNN (Recurrent neural network) for Step 5 data set and Initialize the RNN by using 

sequential repressor. 

Step 7: Adding the first LSTM layer and some Dropout regularization for removing unwanted values.  

Step 8: Adding the output layer. 

Step 9: Compiling the RNN by adding adam optimization and the loss as mean_squared_error. 

Step 10: Making the predictions and visualizing the results using plotting techniques. 

 

Before processing data there is an important step which is to gather information on the market. Diversity of 

information is a key step in our proposed data entry framework for advertising organizations such as the 

BSE (Bombay Stock Exchange) and the NSE (National Stock Exchange). The data to be used in market 

expectations should be used for classification according to different perspectives. The information 

assortment adds to the development of the database by adding additional external information. Our 

knowledge for the most part covers the cost of the previous year. Of the available python packages for data 

recovery on the NSE is NSEpy 

The next step is to preview the data; in this step Advanced Knowledge Processing is an important step in 

the process of extracting information where the transformation of crude information into a basic 
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configuration is required. Information obtained from the source will be conflicted, segmented and will 

contain errors. The pre-processing step will clear the information; at the end there is a need to make an 

outstanding rating that will limit features. 

Model modification involves reverse authorization, which is an excellent basis for mod eling using 

preparation information. The purpose of the tuning models is to clearly tune the mathematical training to 

add information to the calculation itself. The test sets are pure, as the model should not be decided on the 

reliance on confidential information. Increase the information on actual delivery costs. The final step is to 

draw the data using a viewing method that helps to show the data variability in the result of our algorithm. 

 

V. RESULTS 

Implementation of the proposed LSTM model using a python that predicts the future price of UNION 

BANK OF INDIA shares based on its historical data. The below figure shows the visibility of the forecast. 

In our paper implementation of the stock price prediction algorithm, the graph below from our algorithm 

will show the predicted stock price of UNION BANK OF INDIA. In the result shown in the graph below is 

a structured form of our algorithm result using 96 LSTM units to achieve accuracy. the graph shows the 

open price of the UNION BANK OF INDIA share of the opening date price with very small losses. The 

algorithm has successfully plotted the graph and the value of the predicted value (blue) and the real value 

(red), there is little difference in predicting the price between the predicted pricing value (blue) and the real 

value (red), which proves that our algorithm is capable predict a minimum loss rate for a given complete 

set of data for a particular stock. 

 
Fig.1 Raw Data Visualized 

 
Fig.2 Forecasted Data by model 

 

In Fig. 2, the graph shows the open price of the Union Bank of India share of the 300 day opening price 

with very little loss. The algorithm has successfully plotted the graph with the predictive value of the test 

(blue) and the actual test value (red), there is a slight difference in the prediction between the predicted 

pricing value (blue) and the actual test value (red), which proves that the algorithm Our is able to predict a 

minimum loss rate of 0.0024. 

The proposed algorithm is able to predict the price with the lowest possible loss and error rate, if it 

increases the time collection rates the training will work very well, in the above section we have used a 50 

epoch collection size to predict stock prices. 

 

VI. CONCLUSION 
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The study of the assignment is done in this paper and can be done in several stocks in the future. 

Predictability may be more reliable if the model trains a large number of data sets using high computing 

power, increased number of layers, and LSTM modules. In future developmen t the inclusion of emotional 

analysis from social forums to understand what the market is  

considers the price difference of a particular stock and can do this by adding a twitter and Facebook API to 

our system as Facebook is a leading social media platform with a lot of market information sent by users. 
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