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ABSTRACT 
The technique of determining a word's sense based on the sentence’s context is known as word sense 

disambiguation. One of the most considerable and complex areas of natural language processing is this one. The 

area of word sense disambiguation has been surveyed over the last four decades. For word sense disambiguation, a 

variety of techniques have been proposed, including knowledge-based, supervised, unsupervised, and semi-

supervised techniques. In this study, we explore the word sense disambiguation problem's previous solutions and 

discuss some potential directions for this branch of natural language processing going forward. 

Keyword: - Word sense disambiguation (WSD), natural language processing (NLP), supervised, unsupervised, 

knowledge-based (KB), semi-supervised

 

1. INTRODUCTION 

Natural language is ambiguous, which means that a lot of words have several meanings and can be perceived 

differently according to the context. In order to address this issue, word sense disambiguation is a branch of NLP. 

Determining the best appropriate meaning for an ambiguous word in the context of a sentence is the process known 

as WSD [1-5]. Take the term "bank" as an illustration. It may signify a variety of things, including "riverside," 

"banking institution," "reservoir," etc. With word sense disambiguation, the ambiguous phrase is replaced with the 

proper one based on the context of the sentence. 

Since computers have been employed to address issues involving human language, researchers have been examining 

the subject of WSD, with some of the early work on machine translation occurring in the 1940s [6]. 

It is sometimes referred to as an "AI-complete" computational task, meaning that finding a solution assumes that 

human language understanding and common-sense reasoning be solved as well [7]. 

WSD is often set up to execute an intermediary role, either independently or when correctly embedded into a 

framework (thus performing disambiguation implicitly). It is yet to be demonstrated if WSD works well in practical 

situations. Despite the fact that a variety of articles and ideas have been published on the subject, application-

oriented assessment of WSD is still an unexplored field [5].  

As a result, we present a thorough summary of the literature in this survey study, outlining the most important 

contributions that have been made thus far and providing potential growth for the future. 
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2. APPLICATIONS OF WSD 

Some applications of word sense disambiguation are discussed below: 

1. Machine translation: The accurate translation of words whose meanings rely on context requires an intuitive 

knowledge of word sense [8-11].  

2. Information retrieval: It is preferable to get only those articles where particular keywords are utilized in the 

required context when retrieving specific keywords [12]. The most important problem with the IR system is 

ambiguity resolution in a query [13-17]. The assumption made by contemporary information retrieval systems 

is that the user will provide sufficient extra context information to obtain appropriate results without the need 

for specialized word sense disambiguation algorithms. 

3. Speech processing: WSD is required for word segmentation and homophone distinction in voice recognition, 

as well as for the accurate replication of words in text synthesis [18]. 

4. Text processing: In order to correct complex spelling errors [20], improve text classification and clustering 

procedures [19], and analyze texts [21,22], word sense disambiguation is utilized. 

 

3. CHALLENGES OF WSD 

There are some challenges associated with WSD, that are described below: 

1. Different applications have different approaches: 

Certain applications may call for completely different approaches. The issue arises while selecting the target words 

in machine translation. Here, words from the target language serve as the "senses," which frequently correlate to key 

differences in meaning from the original language [24]. Since it suffices to understand that a term is used with 

similar meaning in both the query and the returned document, a sensory inventory is not always necessary in 

information retrieval. The specific sense is irrelevant. 

2. Task dependence of a sensory inventory is not possible: 

A sense inventory that is independent of the task being performed is incoherent since each occurrence asks for a 

different analysis of word meaning in task-specific senses [24]. 

3. Word meaning doesn’t divide into separate senses: 

In theory, a word's meaning might vary endlessly and depend on its context. It is hard to break down into separate or 

distinctive sub-meanings [24]. It is not at all relevant, though, whether these same definition variations apply in 

computational applications, as lexicographers' choices are frequently influenced by certain factors. 

 

4. APPROACHES OF WSD  

Knowledge-based, Supervised, Unsupervised, and Semi-Supervised methods are the main approaches of WSD. 

1. Knowledge-based Method: 

The knowledge-based method relies on information sources like corpora, WorldNet, etc. that include machine-

readable dictionaries [23]. They may apply grammatical rules for disambiguation in this method. Utilizing 

knowledge resources to extract the context-based meanings of words is the goal of the knowledge-based method 

(dictionary-based approach) WSD. Dictionary, thesaurus, ontologies, collocations, and other knowledge resources 

are examples. Some methods used in the knowledge-based WSD are as follows: 

1.1 LESK Algorithm:  

It is the first-word sense disambiguation method that is machine-readable and built on a dictionary. The overlap 

between the definitions of the terms in a phrase in dictionaries is what this method is based on. This method [25, 26] 



Vol-9 Issue-1 2023               IJARIIE-ISSN(O)-2395-4396 
   

19241 www.ijariie.com 1441 

begins by choosing from the text a precise phrase that contains an unclear term. Then, using an online Dictionary, 

definitions (glosses) are gathered for the phrase's other meaningful terms as well as the ambiguous word's several 

meanings. The meaning of every keyword is then matched to the meaning of all other terms. The intended sense of 

an ambiguous term is one for which the greatest number of overlaps occur. 

1.2 Semantic Similarity: 

According to some sources, words that are connected have a shared context, hence those meanings that are closest in 

semantic proximity are picked as the suitable sense [27–29]. This semantic characteristic has the power to provide 

harmony to the entire article. How closely two words are connected semantically may be determined using a variety 

of similarity metrics. This method also requires a lot of calculation when there are more than two words. 

2. Supervised Method: 

To create a model from explicitly sense-annotated data sets, machine learning techniques are used [5]. In order to 

give each occurrence of a word the correct sense, the classifier—often referred to as a term expert—concerned with 

a particular term conducts a classification job. A number of occurrences where a target term is explicitly reserve a 

sense from a reference dictionary's sense inventory often makes up the training set used to build the model. Some 

methods used in the supervised WSD are as follows: 

2.1 Decision List: 

If-then-else rules make up a decision list [30–32]. To infer the collection of characteristics for a particular word, 

decision lists employ training sets. These rules are used to construct a few parameters, such as feature value, sense, 

and score. The decision list is produced by generating the final order of rules based on the descending scores. When 

a word is taken into consideration, its occurrence is first computed, and from there, the decision list and score are 

derived using the word's representation as a feature vector. The sense of a vector is represented by its greatest score. 

2.2 Decision Tree: 

A tree structure splits the training dataset recursively, classification rules are represented by decision trees [33, 34]. 

Each branch and internal node of a tree represent an outcome of the test that will be run on a certain feature value. 

The sense of the word is expressed whenever a terminal node is achieved (if possible). 

2.3 Naïve Bayes: 

A probabilistic classifier that is based on the Bayes Theorem is the Naïve Bayes classifier [35–37]. The conditional 

probability of every syllable of a word (Si) and context's characteristics (fj) are two parameters used in this method 

to categorize text documents. The context-appropriate sense is represented by the formula's greatest value, which is 

its maximum evaluation. 

 

2.4 Support Vector Machine: 

The principle of structural risk minimization is applied in support vector machine-based algorithms [38–40]. The 

objective of this method is to distinguish between true and false instances with the greatest possible margin, where 

the margin is the space from the plane to the next true or false example. Support vectors are true and false instances 

that are most closely related to the hyperplane. 

3. Unsupervised Method: 

These methods for analyzing WSD are founded on concept that terms with the same sense will typically have term 

with a similar meaning nearby [5]. By grouping word occurrences and placing newly occurred into the generated 

clusters, which may infer word senses from the input text. In their purest form, they don't employ any machine-
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readable resources, don't rely on labeled training material, and rely only on human interaction. Some methods used 

in the unsupervised WSD are as follows: 

3.1 Context Clustering: 

To find the meaning of a word, context vectors first constructed and then aggregated into clusters using the Context 

Clustering method [41, 42]. This approach only has word-based dimensions and utilizes vector space as its word 

space. A word from a corpus will also be designated as a vector in this manner, and the number of times it appears in 

context will be evaluated. The creation of a co-occurrence matrix and the use of similarity metrics follow. After that, 

discrimination is carried out using any clustering method. 

3.2 Co-occurrence Graph: 

This method creates a graph with a vertex (V) for the text's term and an edge (E) if the terms co-occur in a 

relationship established by syntax inside the same sentence or phrase [43]. The graph and adjacency matrix for the 

graph are produced for a particular target word. The definition of the term is then determined using the Markov 

clustering approach. The vertex with the highest relative degree is then chosen as the hub after graph has been 

subjected to an iterative procedure. The target word's hubs with zero weight are linked, and graph is used to generate 

a least spanning tree. This spanning tree is employed to clarify the target word's precise meaning. 

4. Semi-Supervised Method: 

There are times when it is difficult to distinguish between supervised and unsupervised disambiguation. In fact, we 

may categorize approach as semi-supervised, which develop sense classifiers from annotated data with minimum or 

limited human supervision. 

 

4. LITERATURE REVIEW 

Despite the fact that WSD is a problem that is still not fully solved, a lot of work has been done throughout the years 

to address this issue. A summary of the development of WSD is provided in this paper. 

In 2005, [44] present the disambiguation approach as compactness-based disambiguation which is an unsupervised 

WSD method. The assumption that adjacent phrases collected from a text source should be semantically related to 

one another forms the basis of their WSD technique. Consequently, the formulation of a lexical compactness 

measure for clusters of senses serves as the foundation of their WSD method. They implemented their WSD 

algorithm to have great accuracy. 

In the paper [45], they create latent Dirichlet allocation using the unsupervised probabilistic topic model 

WORDNET (LDAWN), which incorporates word meaning as a unknown factor. They create a probabilistic 

posterior inference system that can interpret and understand a corpus of words while also figuring out the many 

contexts in which each word should be taken into account. They incorporate [46] structure in the topic model using 

the WORDNET hierarchy. 

The paper [47] presented a WSD system for biological papers. All terms in the UMLS Metathesaurus that are 

ambiguous can be resolved by the unsupervised method. In order to do disambiguation, data from the UMLS 

Metathesaurus are converted into graph, and optimal meaning for each ambiguous term was chosen using the 

Personalized PageRank method. Experiments showed that the best results were obtained by combining all the 

vocabularies in the MRREL data of the Metathesaurus. 

Based on word overlap between sense explanation and the target word context, [48] suggested a unique technique 

for word sense disambiguation. The linguistic expansions from distributional thesaurus that were used in their 

technique were calculated using the similarity of dependency contexts to a sizable baseline corpus. They discovered 

that applying their conceptually straightforward extension to two established KB techniques effectively closed the 

vocabulary gap, yielding quality improvements that were superior to those of advanced knowledge-based models 

that don’t use sensory frequency knowledge and that were on par with or even exceeded the MFS baseline. 
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To understand the chronological and structural behavior of the text, they examine WSD using a sequence learning 

neural net, or LSTM [49]. They utilize the same LSTM in semi-supervised label propagation model to solve the lack 

of training data in all-words WSD. They show models’ best outcomes, particularly with verbs. 

With no help from outside sources or custom-made features, [50] provided a BLSTM-based model for WSD that 

could successfully exploit word order and produce satisfactory outcomes. The experiment shows that the concept 

was mainly cross-linguistic and suitable for low-resource languages. Additionally, by sharing the majority of the 

characteristics across words, the system was created to generalize to complete vocabulary WSD. 

In [51], with the use of word embeddings, their research developed supervised and unsupervised methods for WSD. 

On corpora containing manually annotated senses of the word from the plWordnet, they evaluated both techniques' 

performance. The outcomes demonstrate the unsupervised method's poor performance and point to the advantages 

of the supervised approach. 

[52] shows that to fully utilize both labeled data and lexical knowledge, combine the target word's context and gloss 

information into a single framework. As a result, they suggest GAS, a gloss-augmented WSD neural network that 

simultaneously stores the target word's context and glosses. The experimental findings on several English all-words 

WSD benchmark datasets demonstrate that their model performs better than the most advanced systems. 

[53] had suggested inventive methods for implementing BERT, a contextualised word representation that had been 

trained and successfully incorporates context into its hidden vectors. On several benchmark WSD datasets, their best 

technique produces accuracy levels that were significantly higher than the best previously disclosed accuracy levels. 

[54] shows that lemmatization is not required for English, and the experiments revealed that this was not the case for 

Russian. Utilizing lemmatized training and testing data seems to produce modest but consistent gains for languages 

with rich morphology. This suggests that judgments regarding text pre-processing before training ELMo should 

consider the linguistic traits of the language being considered. 

[55] they fine-tune pre-trained language models like BERT on WSD tasks. They discover that when put through a 

conventional examination, their BERT-based models produce findings that were state-of-the-art. Additionally, they 

make use of sense definitions to improve the model for uncommon polysemes. 

[56] focus their research on enhancing the usage of gloss information in a supervised neural WSD system. They 

create context-gloss pairings and suggest three WSD models based on BERT. Their pre-trained BERT model was 

adjusted using SemCor3.0, and outcomes obtained on numerous English all-words standard datasets demonstrate 

that their method exceeds the previous best systems. 

As a relevance ranking challenge based on context-gloss pairings, [57] suggested the gloss selection target for 

supervised WSD. On five English all-words benchmark datasets, their models optimized for this aim surpass 

previous non-ensemble systems. Using pre-existing WordNet sample sentences, they also offer a data augmentation 

strategy for WSD. 

[58] provide a bi-encoder model for WSD that has been jointly tuned in order to perform better on all English words. 

They demonstrate that without losing accuracy on the most basic intuitions, their model's advantages derive from 

enhanced efficiency on LFS and zero-shot cases. 

In the paper [59], the problem was modeled using contextual space and a contextual path concealed in a particular 

text. The technique was relying on the widely used WordNet Knowledge Base (KB), and it uses Latent Semantic 

Analysis (LSA) and PageRank to model the contextual space and contextual path, resp. The approach has been 

tested in experiments, and it has achieved the best results in numerous WSD datasets. 

SENSEMBERT, a knowledge-based approach for creating sense embeddings in several languages, was introduced 

in [60]. SENSEMBERT, which does not rely on annotated data, competes favorably against the top machine 

learning models on English while achieving great performance on the multilingual WSD tasks. 

The data imbalance problem in WSD is addressed by [61], with the introduction of MetricWSD, a few-shot non-

parametric method. The model was trained to pass information from frequently occurring words to rare ones using 
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metric space learning and episodic training. MetricWSD performs better than earlier techniques when simply the 

usual annotated sense supervision was used, and it exhibits notable benefits for low-frequency words and senses. 

In a supervised similarity-based WSD architecture, [62] suggests an interactive context exploitation approach from 

both the term and sense aspects. They also demonstrate how the suggested method has a clear advantage for learning 

few-shot and zero-shot WSD abilities. 

In the paper [63], they provide a unique dictionary-based word vector form which captures the chronological order 

of the terms. The surrounding terms of the desired term were chosen via graph-based WSD algorithm based on text 

correlation across the word vector representations. Their WSD model performs much better on numerous benchmark 

datasets when compared to a reference knowledge-based WSD model. In particular, their WordNet WSD system 

performed better than other graph-based WSD systems that are already in use. 

To correct the training on the unbalanced dataset, [64] suggests the Z-reweighting approach at the word level. The 

results of the studies demonstrate that the Z-reweighting technique improves performance on the WSD benchmark 

for standard English all words. 

Using topological data analysis, [65] define and evaluate a novel unsupervised method for WSD. The problem was 

often approached using clustering, which was based on straightforward, low-level spatial information in word 

embeddings. They demonstrate that their method provides minimal error percentage on word sense induction using 

the SemCor dataset and a persistent homology barcode methodology. 

[66] presented a new performance standard for Polish WSD jobs. They analyzed recent language models using their 

benchmark data and obtained the latest best performance in Polish WSD. 

[67] provide a technique for condensing the sense knowledge without the aid of a glossary. For this, sentence 

vectors created from dictionary sense definitions were grouped into compressed senses. Through this approach, it 

was shown that performance was significantly better than with the uncompressed sense model and was on par with 

the thesaurus-based model. 

On the basis of the review that we have done, we conclude that the supervised approach of WSD is used most and 

also gives better results as compared with different approaches. 

 

Chart-1 Comparison of WSD Approaches 
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4. CONCLUSION 

In this study, we looked at the WSD problem, which is one of the most critical open NLP tasks. Many issues arise in 

WSD since it relies on information gained from many sources, some of which have been touched upon. Lexical 

complexity is another issue that WSD addresses. In WSD, the above discussed methodologies are all employed. 

Because training data is completely dependent on a given domain, the supervised technique outperforms all other 

approaches. 
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