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ABSTRACT 

 
The explanatory variables are not perfectly linearly correlated is one of the crucial  assumption of Ordinary Least 

Squares (OLS) Estimation. So this paper explains the stability of OLS estimation when the explanatory variables are 

perfectly linearly correlated. This paper shows, If the correlation between the particular explanatory variables is 

perfect          , then the estimates of the regression coefficients are undesirable and the standard deviation of 

the regression coefficients are infinitely large.  
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1. INTRODUCTION 

 
Statistical Inference refers to the process of selecting and using a sample to draw conclusion about the parameter of 

a population from which the sample is drawn
 [3]

. It deals with two types of problems. Problem of Estimation: This 

problem arises when no information is available about the parameters of the population from which the sample is 

drawn. Statistics obtained from the sample are used to estimate the unknown parameter of the popu lation from 

which the sample is drawn; Problem of Test of Hypothesis or Test of Significance: This problem arises when some 

information is available about the parameters of the population from which the sample is drawn and it is required to 

test how far this information about the population parameter is tenable in the light of the information provided by the 

sample. In the context of statistics, estimation is a statistical technique of estimating unknown population parameters 

from the corresponding sample s tatistic. A population parameter can be estimated in two ways. Point Estimation: It 

provides a single value of a statistic that is used to estimate an unknown population parameter; Interval Estimation: 

Interval estimation provides an interval of finite width centered at the point estimate of the parameter, within which 

unknown parameter is expected to lie with a specified probability, such an interval called a confidence interval for 

population parameter. The statistic which is used to obtain a point estimate is called estimator. The value of statistic 

is the estimate. For example, If sample regression coefficient( ̂) is used for estimating the population regression 

coefficient   , then  ̂ is called as estimator and the value of  ̂ is called an estimate 
[5]

. According to R.A. Fisher 
[1,2]

, 

the criteria for a good estimator are; Unbiasedness: A statistic is said to be an unbiased estimator of a parameter if its 

expected value is equal to the value of the parameter; Consistency: A statistic is said to be a cons istent estimator of a 

parameter if it come closer to the value of parameter as the sample size(n) tends to infinity; Efficiency: A consistent 

statistic is aid to be most efficient estimator of a parameter if its sampling variance is less than that of any o ther 

consistent estimator; Sufficiency: A statistic is said to be sufficient estimator of a parameter if it contains all 

information in the sample about the population parameter. Generally there two types of estimation used to obtain the 

point estimate. 1. Methods of Ordinary Least Squares (OLS) Estimation 2. Methods of Maximum Likelihood 

Estimation. In regression these two methods give similar results. Under certain assumptions of OLS has statistical 

properties that have made it one of the most powerful and popular method of regression analysis.  
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Ordinary Least Squared (OLS) Estimation 

 
The method of minimizing the error sum of squared function is called Ordinary Least Squares (OLS) estimation. 

Error sum of squared is to be minimized with respect to estimators. The process of differentiation yields the 

estimators. Given the data the regression parameters can be estimated using the principle of least squares as before  

the estimates will be obtained by minimizing the sum of squared errors  
[4]

.  
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A necessary condition for this expression to assume a minimum value is that its partial derivatives with respect to 

 ̂               be equal to zero. 

 

Assumptions of Ordinary Least Squares (OLS) Estimation: 

 

1)    is a random real variable. 

2) The mean value of   in any particular period is zero. 

3) The variance of    is constant in each period. 

4) The variable    has a normal distribution. 

5) The random terms of different observations (       are independent. 

6)   is independent of the explanatory variable(s). 

7) The explanatory variable(s) are measured without error. 

8) The explanatory variables are not perfectly linearly correlated. 

 
Model with two Explanatory Variables  

 
 

 

 

 

 

 

Figure 1: Two Variable Model 
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Performing the partial differentiations, we get the following system of 3 normal equations in the three unknown 

parameters  ̂   ̂  and  ̂ . 
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Expressions (1), (2) and (3) are the three normal equations of the least squares method. The following formula in 

which the variables are expressed in deviations form their mean may also be used for obtaining values for the 

parameter estimates. 

                                      

 ̅        ̅     ̅   ̅                    
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By using Cramer’s Rule; 

 

 ̂   ̅   ̂  ̅   ̂  ̅                             
 

 

 ̂  
|

|
∑  ̂    

 

   

∑       

 

   

∑  ̂    

 

   

∑   
 

 

   

|

|
 

|

|
∑    

 

 

   

∑       

 

   

∑       

 

   

∑    
 

 

   

|

|
 

 

 

 ̂  
 ∑  ̂    

 
   

  ∑    
  

   
   ∑  ̂    

 
   

  ∑       
 
   

 

 ∑    
  

   
  ∑    

  
   

   ∑       
 
   

  
               

 

 

𝑦𝑖 𝑥 𝑖 𝑥 𝑖 𝑒𝑖  



Vol-2 Issue-4 2016  IJARIIE-ISSN(O)-2395-4396 
 

2996 www.ijariie.com 1006 

 ̂  
|

|
∑    

 

 

   

∑  ̂    

 

   

∑       

 

   

∑ ̂    

 

   

|

|
 

|

|
∑   

 

 

   

∑       

 

   

∑       

 

   

∑    
 

 

   

|

|
 

 

 

 ̂  
 ∑  ̂    

 
   

  ∑    
  

   
   ∑  ̂    

 
   

  ∑       
 
   

 

 ∑    
  

   
  ∑    

  
   

   ∑       
 
   

  
               

 

 

The variances of the parameter estimates: 
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2. RESULTS AND FINDINGS 

 
When more than one explanatory variable are used to estimate the dependent variable then this process is known as 

Multiple Linear Regression and Correlation analysis. In here this study takes statistical model for Multiple Linear 

Regression with two explanatory variables. 
 
Table 1: Calculations of Multiple Linear Regression Analysis  

Y X1 X2 yi x1i x2i yi
2 

x1i
2 

x2i
2 

yix1i yix2i x1ix2i 

1000 5 50 200 -1 -10 40000 1 100 -200 -2000 10 

750 7 70 -50 1 10 2500 1 100 -50 -500 10 

800 6 60 0 0 0 0 0 0 0 0 0 

700 6 60 -100 0 0 10000 0 0 0 0 0 

500 8 80 -300 2 20 90000 4 400 -600 -6000 40 

650 7 70 -150 1 10 22500 1 100 -150 -1500 10 

900 5 50 100 -1 -10 10000 1 100 -100 -1000 10 

1000 4 40 200 -2 -20 40000 4 400 -400 -4000 40 

1100 3 30 300 -3 -30 90000 9 900 -900 -9000 90 

600 9 90 -200 3 30 40000 9 900 -600 -6000 90 

8000 60 600 0 0 0 345000 30 3000 -3000 -30000 300 
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> cor(data) 

                 Y                   X1                 X2 

Y       1.0000000    -0.9325048    -0.9325048 

X1     -0.9325048     1.0000000     1.0000000 

X2     -0.9325048     1.0000000     1.0000000 

 

X1 and X2 are related with the exact relation X2 = 10.X1. ( ∑    
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Estimation of the coefficients of  ̂  and  ̂ ; 
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The variances of the parameter estimates  ̂  and  ̂ : 
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3. CONCLUSION 

 
If the correlation between the explanatory variables is perfectly linearly correlated                     

                 , there is no proper way to find separate estimates of each regression coefficients. Due to this 

situation, the standard errors of these estimates also become infinitely large. That means, if the correlation between 

the explanatory variables is perfectly linearly correlated, the Ordinary Least Squares (OLS) Method also breaks 

down. 
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