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Abstract 

Sentiment analysis, which focuses on extracting insights from textual data to reveal people's opinions or attitudes on a 

specific issue, has become a prominent area of research in natural language processing (NLP), especially with the rise of 

social media. Twitter, as a popular platform, allows users to openly share their views and thoughts. However, analyzing 

Twitter data presents unique challenges due to the frequent use of slang, abbreviations, and misspellings in its short-

form content. Traditional automated feature selection methods face limitations, including increased computational costs 

as the number of features grows. Deep learning, with its ability to self-learn and efficiently process large datasets, helps 

address these challenges. This paper proposes using a conditional generative adversarial network (GAN) for sentiment 

analysis on Twitter, with a convolutional neural network (CNN) employed to extract features from the data. Compared to 

previous approaches, the proposed method achieves superior results in terms of accuracy, recall, precision, and F1 

score, with a classification accuracy of 93.33%. 

 

Introduction 

 The rapid expansion and widespread availability of the internet have encouraged individuals to express their 

opinions and viewpoints on social media platforms. Today, social media serves as a primary channel for disseminating 

information across society [1]. Platforms like Facebook, Twitter, Instagram, and LinkedIn have attracted billions of 

users, drawn to the digital landscape. Twitter, a well-known microblogging service, allows users to post short, real-time 

messages called tweets, limited to 140 characters, to share their thoughts, views, and ideas [2]. Researchers have 

analyzed Twitter data for a variety of purposes, including sentiment analysis, public health surveillance, political trends, 

education, and sports [3]. 

Twitter sentiment analysis (TSA) seeks to understand how users feel about various topics, people, events, services, 

products, and organizations based on the content of their tweets. The platform's success has contributed to the growing 

prominence of sentiment analysis, which is typically approached using three main techniques: statistical methods, 

lexicon-based approaches (knowledge-based methods), and hybrid strategies [4]. Lexicon-based approaches are efficient 

and scalable but may struggle to accurately detect emotions due to language complexities [5]. Traditional sentiment 

analysis techniques often rely on shallow models trained on carefully selected features, using methods such as n-grams, 

part-of-speech (POS) tagging, and classifiers like support vector machines (SVM), latent Dirichlet allocation (LDA), and 

Naive Bayes [6]. However, these techniques often face challenges in achieving accurate classification results due to the 

complexity of feature engineering, which heavily influences the outcomes [7]. Deep learning has been explored to 

address this, with applications in areas such as personality analysis, online social network age group categorization, and 

sentiment analysis ([8]. 

Since the advent of deep learning, sentiment analysis has seen significant advancements. Deep learning algorithms, 

which consist of multiple processing layers, enable the learning of diverse data representations by capturing various 

levels of abstraction. As noted by [11], these algorithms can automatically extract important features from data without 

requiring manual intervention. One of the most widely used techniques for word vector encoding in this context is word 

embedding, which effectively preserves both semantic and syntactic information [12]. 
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While deep learning models typically require a large amount of labeled data, which can be time-consuming and costly to 

collect, generative networks have proven useful in addressing this challenge. Generative Adversarial Networks (GANs), 

in particular, have enhanced classification accuracy [9]. GANs offer a novel approach to training generative models by 

framing the problem as a supervised learning task. These networks can automatically recognize patterns, with the GAN 

consisting of two sub-models: the generator, which creates new data samples, and the discriminator, which distinguishes 

between real and generated samples [10]. 

The key contributions of this paper are as follows: 

• A deep learning framework for Twitter sentiment analysis using a Conditional GAN (CGAN/GAN) is proposed. 

• Features from Twitter data are extracted using a convolutional neural network (CNN). 

• A Long Short-Term Memory (LSTM) network is integrated into the discriminator to improve classification 

accuracy. 

 

2. Literature Review 

Social media is an integral part of modern life, and its data provides valuable insights for various studies. 

Several approaches have been developed for sentiment analysis using social media data. For instance, a lexicon-based 

method using WordNet or SentiWordNet can identify emotional words in context and assign sentiment polarity (Gopalan 

et al., 2023). Gupta et al. (2021) developed a prediction model to assess public awareness of safety measures in key 

regions of Saudi Arabia, while Venkataramanan et al. (2021) proposed a multilingual Twitter sentiment analysis 

(MLTSA) method. The MLTSA approach addresses two key challenges: identifying and translating non-English tweets 

into English, and applying natural language processing (NLP) techniques to reduce data sparsity. 

Hassonah et al. (2020) introduced a novel feature reduction technique using a genetic algorithm (GA), which 

reduces the size of the feature set by up to 42% without sacrificing accuracy. They also proposed using a specific 

geopolitical location as a case study for sentiment analysis. Iqbal et al. (2019) explored different sentiment analysis 

feature sets and classifiers, comparing modern deep learning, ensemble-based techniques, and traditional machine 

learning approaches. Their results showed that classifier performance is significantly influenced by the choice of feature 

sets. 

In another study, Jin et al. (2020) analyzed public sentiment toward India's COVID-19 lockdown using NLP and machine 

learning classifiers. Neelakandan and Paulraj (2020) proposed an LSTM-based recurrent neural network (RNN) for 

sentiment analysis, capable of representing multiple emotions through multi-label classification. Manikandan et al. 

(2023) enhanced the Bi-directional LSTM (Bi-LSTM) model by using pre-trained word embeddings to reduce text 

representation size and avoid data sparsity. They also implemented an attention mechanism to prioritize important 

contextual information. 

Patel and Passi (2020) introduced an ensemble classifier that combines multiple weak base classifiers, 

improving sentiment classification performance on standard datasets. Patra et al. (2015) developed a method to classify 

extremist content on Twitter. Phan et al. (2020) proposed a lexicon-enhanced LSTM model that uses a sentiment lexicon 

as supplementary input to enhance word sentiment classification. 

Chandramohan et al. (2023) suggested self-adaptive probabilistic neural networks (PNNs) to address various 

problem sizes. They utilized the Windowed Multivariate Autoregressive Model (WMAR) and Independent Component 

Analysis (ICA) for data preprocessing. Tam et al. (2021) introduced the self-adaptive extreme learning machine 

(SaELM), an enhanced version of the Extreme Learning Machine (ELM), which optimizes the number of neurons 

without needing parameter adjustments during training. 

Wang et al. (2016) proposed a new collaborative filtering strategy for recommendation systems, incorporating 

cognitive factors like decision-making styles. Their Efficient Gowers-Jaccard-Sigmoid Measure (EGJSM) combines the 

Jaccard and Gower coefficients with a nonlinear sigmoid function, improving performance on benchmark datasets (Reka 

et al., 2023). Additionally, Nilabar Nisha et al. (2023) proposed a deep learning approach for detecting malware variants, 

transforming malicious code into grayscale images for classification using CNNs, which automatically extract image 

features. 
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Mustaffa and Sulaiman (2023) applied the Barnacles Mating Optimizer (BMO), a new optimization algorithm, 

to solve multi-class sentiment analysis problems in computational linguistics. Haque et al. (2023) highlighted the 

increasing impact of fake news and proposed a model for fake news detection based on a BERT model connected to an 

LSTM layer. Lastly, Demircan et al. (2021) focused on determining social media sentiments using machine learning 

techniques. 

 

3. Proposed Architecture 

This research focuses on analyzing the sentiment of tweets, categorizing them as positive or negative. The Conditional 

Generative Adversarial Network (CGAN/GAN) was employed to classify tweets based on sentiment scores. The overall 

architecture used in the sentiment analysis process is depicted in Figure 1, which outlines several key stages. 

The flowchart showcases the data preprocessing phase, where tweets are cleaned using tokenization, removal of stop 

words, hashtags, usernames, punctuation, as well as stemming and lemmatization techniques. Following this, features are 

extracted, and the CGAN/GAN model is trained to predict whether a tweet is positive or negative. 

3.1 Dataset 

The dataset used in this study is the "US Election 2020 Tweets" dataset, which contains information such as tweet ID, 

content, retweet count, etc. Table 1 presents the details of the dataset's features. 

3.2 Data Preprocessing 

Tweets often contain redundant and irrelevant data that needs to be cleaned before analysis. Several preprocessing 

techniques were applied to sanitize the tweets, making them suitable for input into the model. The techniques used in this 

study include: 

3.2.1 Tokenization 

This process splits a long text into smaller units, called tokens. Since tweets often contain hashtags, emojis, and other 

symbols with varying meanings, tokenization helps break down each element into manageable parts. Example: ['@user', 

'I', 'wonder', 'what', 'drugs', '#Trump', 'takes?'] 

3.2.2 Stop Words Removal 

Common words like conjunctions, prepositions, and articles that do not add significant meaning to a sentence were 

removed to focus on the key content. 

3.2.3 Hashtags and Username Removal 

Hashtags (denoted by #) and usernames (denoted by @) were excluded from the analysis as they often do not contribute 

to sentiment classification. 

3.2.4 Punctuation Removal 

Punctuation marks, which often do not add value in sentiment analysis, were removed to ensure uniformity in the text. 

3.2.5 Stemming 

Words were reduced to their base forms by stripping suffixes and prefixes. For example, "singing" and "sings" were both 

converted to "sing" to improve the feature extraction process. 

3.2.6 Lemmatization 

Lemmatization refines words into their meaningful base forms, considering their context in the sentence. Unlike 

stemming, it retains the word's true meaning, making the text more context-aware. 
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3.3 Sentiment Score Calculation 

The sentiment score was computed by counting the positive and negative words in each tweet. A score of 1 was assigned 

for positive tweets, while a score of -1 indicated a negative tweet. The score was then used as input to the CGAN/GAN 

model for further classification. 

3.4 Feature Extraction with CNN 

A Convolutional Neural Network (CNN) was applied to extract essential features from the input data. The CNN 

identified patterns in word similarity by convolving a set of filters over the input, using a ReLU activation function to 

generate new features. The filters could adjust their parameters to better capture relevant tweet features. Equation (1) 

represents the convolution operation: 

 

where f is a nonlinear activation function, and v represents the filter. 

3.5 CGAN/GAN-based Sentiment Classification 

The CGAN/GAN model works similarly to a traditional Generative Adversarial Network (GAN), with the addition of an 

input condition yyy. This condition is provided to both the generator and discriminator, helping the CGAN/GAN model 

generate and classify fake samples based on the sentiment score of the input tweets. The objective function used in the 

CGAN/GAN is: 

 

3.6 Generator 

The generator GGG creates synthetic Twitter samples, which the discriminator DDD then classifies as real or fake. This 

adversarial setup pushes both models to improve. The generator’s loss function seeks to fool the discriminator into 

accepting the synthetic samples as real, while the discriminator strives to correctly classify the samples as fake or real. 

3.7 Discriminator with LSTM 

The discriminator incorporates a Long Short-Term Memory (LSTM) network to capture both short-term and long-term 

dependencies in the tweet sequences. LSTM units contain forget, update, and output gates, each performing specific roles 

in determining what information to retain or discard.  

 

The LSTM enhances the discriminator's ability to classify complex tweet sequences more accurately. 

 
 

Fig. 2. Basic structure of GAN. 
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Fig. 3. Structure of Proposed GAN. 

 

4. Results and discussion 

 

This section outlines the sentiment analysis findings using the suggested CGAN/GAN model. The 

proposed model and the currently used algorithms are contrasted in the sentiment analysis of Twitter data. 

About 20 % of the dataset was validated using the built-in feature extraction- classifier model combinations. 

The other 80 % was used for training. Evaluation metrics, including the F1 score, precision, accuracy, and 

recall, evaluate how well the suggested model performs. 

Accuracy (A): It is the number of correctly classified tweets out of the total number of tweets. 
 

 

    

   Precision (P): It measures the exactness of the classification classifier. 

The number of incorrect classifications is known as precision. 

 

Recall (R): It is the measure of completeness or sensitivity of the classifier. The recall is the number of 

correct classifications penalized by the number of incorrect classifications. 

 

F1 score: One way to express the F-measure is as a weighted harmonic mean of recall and precision. 

 

From Table 3 and Fig. 5, the experiment results demonstrate that the new CGAN/GAN algorithm performs 

better in accuracy than the current methods of CNN, LSTM, and Bi-LSTM. The accuracy of the CGAN/GAN 

is 93.33 %, which is a lot higher than the accuracy of the other methods. 
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Fig. 4. Structure of discriminator. 

One limitation of current algorithms is their inability to fully capture relationships between input 

features. For example, while CNN focuses on local patterns, it struggles to identify long-term dependencies. 

LSTM and Bi-LSTM are better at handling these long-term dependencies but often fall short in modeling 

complex interactions between input features. The proposed CGAN/GAN approach addresses this issue by 

employing a GAN to learn the data distribution and generate synthetic samples. This method improves 

classification accuracy by capturing correlations between input features and enhancing the training process 

with these synthetic samples. Additionally, GANs allow for the creation of artificial data that closely 

resembles the original, which is valuable when real data is limited or difficult to obtain. 

 

As seen in Table 4 and Figure 6, the proposed CGAN/GAN model demonstrates superior precision 

compared to existing methods. The results show that CGAN/GAN achieves an accuracy rate of 92.86%, 

surpassing other algorithms. CNN, for example, has the lowest precision at 85.98%, as it is more suited for 

tasks involving spatial information like image recognition rather than sequential data like text. LSTM and 

Bi-LSTM perform better, with precision rates of 91.45% and 91.55%, respectively, though LSTM faces 

challenges with long-term dependencies due to the vanishing gradient problem. Bi-LSTM mitigates this 

issue by processing data bidirectionally but requires more computational resources. 

 

Table 5 and Figure 7 reveal that CGAN/GAN outperforms other algorithms in terms of recall, achieving 

a high score of 93.11%. In contrast, CNN, LSTM, and Bi-LSTM have lower recall scores ranging from 

87.63% to 90.29%, indicating these models might miss relevant data points. The recall score of 93.11% 

suggests that CGAN/GAN is more effective in identifying key data points, making it advantageous for tasks 

that require comprehensive and accurate data analysis. The ability of CGAN/GAN to generate synthetic 

data also adds value by filling data gaps or providing additional context. 

 

Furthermore, Figure 7 illustrates that CGAN/GAN achieved the highest F1 score of 92.68%, 

outperforming CNN, LSTM, and Bi-LSTM. LSTM followed with a score of 85.47%, while CNN scored 

86.6%. This indicates that CGAN/GAN excelled in classifying Twitter data, with its high F1 score 

demonstrating its ability to both accurately classify data and generate realistic synthetic data. Lastly, as 

shown in Table 7, CGAN/GAN requires less processing time compared to other classifiers when analyzing 

the same number of tweets, further highlighting its efficiency in performance. 
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Table 3 

Accuracy comparison of proposed work with the existing work. 

 

Algorithms Accuracy (%) 

CNN 89.56 

LSTM 90.87 

Bi-LSTM 91.78 

CGAN/GAN 93.33 

 

 
 

Fig. 5. Comparison of the accuracy of the proposed algorithm with the existing algorithm. 

 

Table 4 

Comparison of precision between proposed and existing algorithms. 

 

Algorithms Precision (%) 

CNN 85.98 

LSTM 91.45 

Bi-LSTM 91.55 

CGAN/GAN 92.86 

  
 

 

Table 7 and Figure 8 provide an analysis of CNN, LSTM, and Bi-LSTM in relation to the number of tweets and the 

time required for processing. Figure 8 further details the performance of the CGAN/GAN classifier regarding the 

number of tweets and processing time. The results show the time (in seconds) each classifier takes to analyze Twitter 

data for sample sizes of 500, 1000, 1500, 2000, and 2500. 

 

CNN consistently requires the longest processing time. For 500 tweets, CNN takes 0.056 seconds; for 1000 tweets, 

0.072 seconds; for 1500 tweets, 0.12 seconds; for 2000 tweets, 0.138 seconds; and for 2500 tweets, 0.189 seconds. As 

the sample size grows, CNN’s processing time increases significantly. 
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Fig. 6. shows the precision comparison between the proposed and existing algorithms. 

 

Table 5 

Illustrates the recall comparison between the pro- posed algorithm and the existing 

algorithm. 

 

Algorithms Recall (%) 

CNN 87.63 

LSTM 89.5 

Bi-LSTM 90.29 

CGAN/GAN 93.11 

  

 

 
Fig. 7. Recall & F1-Score Comparison between the Proposed and Existing Algorithms. 

 

In analyzing Twitter data, CGAN/GAN is the fastest classifier, while CNN takes the longest processing 

time. LSTM and Bi-LSTM run almost concurrently, with both taking more time than CGAN/GAN but less 

than CNN. These results suggest that CNN is the least efficient classifier in terms of processing speed, 

while CGAN/GAN, LSTM, and Bi-LSTM are the most efficient for Twitter data analysis. 

 

Table 8 outlines the key hyperparameters for LSTM, highlighting the importance of tuning 

hyperparameters to achieve optimal model performance. The hyperparameters were fine-tuned using the 

randomized search method to maximize accuracy. The recommended hyperparameters for the proposed 

sentiment analysis model include the learning rate, hidden layers, activation function, dropout rate, batch 

size, and number of epochs. 
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Table 6 

Comparison of F1 score between proposed and exist- ing algorithms. 

Algorithms F1 score 

(%) 

CNN 86.6 
LSTM 85.47 

Bi-LSTM 84.36 

CGAN/GAN 92.68 

 

Specific hyperparameters play a critical role in optimizing neural network-based sentiment analysis models. 

The learning rate, which controls the step size in each optimization iteration, is set at 0.01—a moderate value 

that allows the model to converge quickly and avoid local minima. Hidden layers, representing different 

processing levels within the network, are set at 2, which is suitable for sentiment analysis. While adding more 

hidden layers can enhance the model's ability to learn complex patterns, it also increases the risk of 

overfitting. 

 

The Rectified Linear Unit (ReLU) activation function is used to introduce non-linearity into the network. It is 

a simple yet effective function that sets negative values to zero and has proven highly effective in various 

natural language processing (NLP) tasks. To further combat overfitting, a dropout rate of 0.5 is applied, 

meaning half of the neurons are randomly deactivated during training, helping the model generalize better.  

 

The batch size, which determines the number of samples processed in each training iteration, is set at 128, 

striking a balance between training speed and model performance. The number of epochs, or complete passes 

through the training data, is set at 30, providing sufficient training without overfitting the model.  

 

The key hyperparameters for the proposed sentiment analysis model are: 

 

• Two hidden layers. 

• A moderate learning rate of 0.01. 

• A 0.5 dropout rate. 

• ReLU activation function. 

• 30 epochs. 

• Batch size of 128. 

These hyperparameters help the model effectively learn complex patterns while minimizing the risk of 

overfitting. 

 

 

Conclusion 

 

Twitter is one of the most popular platforms for sharing information. This paper introduces a 

CGAN/GAN model for sentiment analysis on Twitter. The primary contribution is integrating a CNN in the 

GAN generator and using an LSTM in the GAN discriminator. For optimal performance of the neural 

network-based sentiment analysis models, several key hyperparameters must be configured. One critical 

hyperparameter is the learning rate, which controls the step size during each optimization iteration. The key 

hyperparameters used in the proposed sentiment analysis model include: 

 

• Two hidden layers. 

• A moderate learning rate. 

• A 0.5 dropout rate. 

• ReLU activation function. 

• 30 training epochs. 

• Batch size of 128 
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Table 7 

Compares the time consumption of tweets between the proposed and existing classifiers. 

 

Classifiers Time in sec (s) 

 500 1000 1500 2000 2500 

CNN 0.056 0.072 0.12 0.138 0.189 

LSTM 0.038 0.059 0.083 0.125 0.173 

Bi-LSTM 0.042 0.061 0.081 0.128 0.168 

CGAN/G

AN 

0.035 0.058 0.069 0.117 0.153 

 

 
 

Fig. 8. Shows the Time consumption for several tweets. 

 

Table 8 

The best hyperparameters and the values of LSTM. 

Hyperparameters Values 

Learning rate 0.01 

Hidden layers 2 

Activation function ReLU 

Dropout 0.5 

Batch size 128 

Epochs           30 

 

 

Using these hyperparameters, the model effectively captures complex patterns while balancing 

overfitting and learning. The CGAN/GAN achieves an accuracy of 93.33%, significantly higher than other 

approaches. An analysis of Twitter data reveals that CGAN/GAN is the fastest classifier, while CNN takes the 

most processing time. LSTM and Bi-LSTM have similar runtimes, both slower than CGAN/GAN but faster 

than CNN. CGAN/GAN processes Twitter data quickly: 0.035 seconds for 500 samples, 0.058 seconds for 

1000 samples, 0.069 seconds for 1500 samples, 0.117 seconds for 2000 samples, and 0.153 seconds for 2500 

samples. By incorporating synthetic data in the training process, CGAN/GAN enhances accuracy by better 

identifying relationships between input features. 
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