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ABSTRACT 

Sentiment analysis is the method of analyzing the text about a topic or Product written by user and classify them 

into positive or negative based on human’s attitude, emotions, opinions expressed in it. But, Existing Method does 

not give comparative analysis of product. Comparative sentence expresses a relation based on similarities or 

differences of more than one object. In this paper we proposed method which can consider comparative content as 

well with opiniative content, in order to improve the accuracy of opinion mining.  Proposed method provides feature 

wise comparative analysis of different products, feature wise ranking to products & over-all ranking of the products. 

Proposed method can also give weightage to different aspects based on their importance to provide accurate 

ranking of products. 
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1. INTRODUCTION 

A technique to detect favorable and unfavorable opinions toward specific subjects (such as organizations 
and their products) within large numbers of documents offers enormous opportunities for various 
applications. It would provide powerful functionality for competitive analysis, marketing analysis, and 
detection of unfavorable rumors for risk management. With the rapid expansion of e-commerce, more 
and, more products are sold on the Web, and more and more people are also buying products online. In 
order to enhance customer satisfaction and shopping experience, it has become a common Practice for 
online merchants to enable their customers to review or to express opinions on the products that they have 
purchased. With more and more common users becoming comfortable with the Web, an increasing 
number of people are writing reviews. As a result, the number of reviews that a product receives grows 
rapidly. Some popular products can get hundreds of reviews at some large merchant sites. Furthermore, 
many reviews are long and have only a few sentences containing opinions on the product. This makes it 
hard for a potential customer to read them to make an informed decision on whether to purchase the 
product. If he/she only reads a few reviews, he/she may get a biased view.  

The word that is considered to be positive in one situation may be considered negative in another 
situation. Requirement of World Knowledge is necessary, Knowledge about worlds‟ facts, events, people 
are often required to correctly classify the text.Dictionaries of opinion terms and opinion verbs do not 
cover all the opinion terms.  

Existing methods may not be well equipped to address the difficulties associated with human language 
complexity and semantic ambiguity. The lack of sentiment analytics to analyse data in other languages 
besides English. Major challenge in opinion mining is that it does not include feature weighting which 
plays a crucial role for good classification. 

Existing method does not include the analysis of different type of sentences like conditional, comparative 
sentences. As existing method does not consider comparative and conditional sentences, it misses out on 

Utilizing Sentiment Analysis on Web Mined Data for 
Product Review 

                                                        

Khyati K. Joshi, Hiren J. Patel 

 
                   ME Student, Computer Department, Sliver oak collage of Engineering and Technology, Gujarat, India  
           Assistant Professor, Information technology, Sliver oak collage of Engineering and Technology, Gujarat, India             

 



Vol-2 Issue-3 2016  IJARIIE-ISSN(O)-2395-4396 

2734 www.ijariie.com 4304 

opportunity to compare different products based on their aspects. Exiting Method Does not give 
Comparative Analysis of Product, comparative sentence expresses a relation based on similarities or 
differences of more than one object [1]. 

In this paper, we Proposed method which can considers comparative content as well with opiniative 
content, in   order to improve the accuracy of opinion mining.  Proposed method provides feature wise 
comparative analysis of different products, feature wise ranking to products & over-all ranking of the 
products. It can also give weightage to different aspects based on their importance to provide accurate 
ranking of products. 

 

2. RELADED WORK 

Based on our survey related to Sentiment analysis it has been observed that most of the existing works 
are aimed at providing solutions restricted to give This method does not  include the  analysis of different 
type  of sentences like  conditional, comparative  sentences. As existing method does not consider 
comparative and conditional sentences, it misses out on opportunity to compare different products based 
on their aspects. Exiting Method Does not give Comparative Analysis of Product, comparative sentence 
expresses a relation based on similarities or differences of more than one object. [1]. In this section we 
report some of these in brief. 

A. a synaptic Approach for aspect based opinion mining. 

In this method, they focus on aspect level opinion mining and propose a new syntactic based approach for 
it, which uses syntactic dependency, aggregate score of opinion words, SentiWordNet and aspect table 
together for opinion mining [1]. 

B. Minqing Hu and Bing Liu s̀ Mining and summarizing customer review [2]. 

They performs the task in three steps:(1)mining product feature that have been commented on by 
customer;(2)identify opinion sentences in each review and deciding whether each opinion sentence is 
positive or negative (3)summarizing the results. They proposed serval novel techniques to perform these 
tasks. 

C. Nitin Jindal And Bin Liu s̀ Identifying comparative sentences in text documents [3]. 

They proposed to study the comparative sentence identification problem.it first categorize comparative 
sentences into different types, and then present a novel integrated pattern discovery and supervised 
learning approach to identifying comparative sentences from text documents, news article, consumer 
reviews of product ,the internet forum posting, show a precision 79% and recall 81%. 

D. Ramanathan, Bing and Alok s̀ Sentiment Analysis of Conditional sentences. 

They first present a linguistic analysis of such sentences, and then builds some supervised learning 
models to determine if sentiment expressed on different topics in a conditional. 

E. Madhavi and Mayurì s effective product ranking methods based on opinion mining. 

They have proposed a novel approach to rank the product efficiently by mining the genuine review of the 
product. But major problems arises when there is assignment of fake reviews given by anonymous users. 
So this system will provide methodology which will allow only those users to give reviews who have 
purchased product from that website other users are not allowed to give reviews. This all reduce the 
wrong reviewing of product and customer will get reliable product. 

 

 

Based on our limited survey following observations are made: 
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1. The word that is considered to be positive in one situation may be considered negative in another 
situation. 

2. Requirement of World Knowledge is necessary, Knowledge about worlds‟ facts, events, people are 
often required to correctly classify the text. 

3. Dictionaries of opinion terms and opinion verbs do not cover all the opinion terms.  

4. Existing methods may not be well equipped to address the difficulties associated with human 
language complexity and semantic ambiguity. 

5. The lack of sentiment analytics to analyse data in other languages besides English. 

6. Major challenge in opinion mining is that it does not include feature weighting which plays a crucial 
role for good classification. 

 

3. RESEARCH GAP 

People favor e-commerce websites to buy or sell products or services and they like to review and analyze 
the opinions of others while buying any product or services. This tendency lead to a huge accumulation 
of user generated content on internet. The processing and analyzing this huge unstructured content, which 
are written in natural language is a challenging task. These factors inspired the development of an opinion 
mining and sentiment analysis system that can automatically extract, classify and summarize users‟ 
reviews [2]. 

 Exiting Method Does not give Comparative Analysis of Product, comparative sentence expresses a 
relation based on similarities or differences of more than one object. Work only explicit aspects are 
considered and aspects are extracted using training.    If we modified the aspect e xt r a c t ion  task 
without training will improve the accuracy. Word sense disambiguation is ignored in it [1]. 

As E-Commerce is strong medium which can influence reader‟s shopping decision, lot of spam and 
advertising content is available on twitter. Existing method does not handle that [2]. 

         It just talk about opiniative sentence analysis. There is a lot of comparative content on Web Mined 
data. Exiting method misses that [1]. 

 

4. BACKGROUND OF THE WORK 

In general, a comparative sentence expresses a relation based on similarities or differences of more than 
one object. The comparison is usually carried using the comparative or superlative form of an 
adjective or adverb. A comparative is used to national that one object has more of a certain quantity 
than another object. A superlative is used to state that one object has the most or least of a definite 
quantity. In general, a comparison can be between two or more objects, groups of objects, and one object 
and the rest of the objects. It can also be between an object and its earlier or future versions. 

Two types of comparative: 

In English, comparatives are usually made by adding the suffix “-er” and superlatives are made by 
adding the suffix “–est” to their base adjectives and adverbs. For example, in “The battery life of phone-
x is longer than that of phone-y”, “longer” is the comparative form of the adjective “long”. In “The 
battery life of this phone is the longest”, “longest” is the superlative form of the adjective “long”. We 
call this type of comparatives and superlatives „ Type 1‟ comparatives and superlatives.  

Adjectives and adverbs with two syllables or more and not ending in y do not form comparatives or 
superlatives by adding “–er” or “–est”. In its place, more, most, less and least are used before such 
words, e.g., most beautiful. We call this type of comparatives and superlatives; Type 2‟ comparatives 
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and Type 2 superlatives. Both Type 1 and Type 2 are called regular comparatives and superlatives. In 
English, there are also some unequal comparatives and superlatives, which do not follow the above 
rules, i.e., more, most, less, least, better, best, worse, worst, further/farther and furthest/farthest. 

Types of comparative relations: 

Comparative relations can be grouped into four main types. The first three types are called gradable 
comparisons and the last one is called the non-gradable comparison. 

Non-equal gradable comparisons : Relations of the type greater or less than that express an assembling 
of some objects with favor to some of their features, e.g., “The Dell chip is faster than that of AMD”. 
This type also includes user predilections, e.g., “I prefer Dell to AMD”. 

Equative Comparison: Relations of the type equal to that national two object are equal with respect to 
some of their feature e.g., “The picture quality of Phone X is as good as that of phone Y” 

Superlative comparison: Relation of the type greater or less than all others that rank one object over all 
others, e.g., “The Microchip is the fastest” 

Non-gradable comparisons: Relations that match features of two or more objects,    but do not grade 
them. 

Identification of comparative sentences although most comparative sentences cover comparative 
adjectives and comparative adverbs, e.g., more, and longer, many sentences that contain such words are 
not comparatives, e.g., “I can`t agree with you more”. Similarly, many sentences that do not cover such 
pointers are comparative sentences (usually non-gradable), e.g., “Nokia has Bluetooth, but I-phone does 
not have.” 

An interesting phenomenon about comparative sentences is that such a sentence usually has a keyword or 
a key phrase indicating comparison. That using a set of 83 keywords and key phrases, 98% of the 
comparative sentences (recall = 98%) can be identified with a precision of 32% using the authors‟ data 
set. The keywords and key phrases are: 

Comparative adjectives (JJR) and comparative adverbs (RBR), e.g., easier, less, better, and words 
ending with -er. 

Superlative adjectives (JJS) and superlative adverbs (RBS), e.g., most, least, best, and words ending 
with -est. 

Other indicative words such as same, similar, differ, as well as, favor, beat, win, exceed, outperform, 
desire, ahead, than, superior, lesser, number one, up against, etc. 

 

5. PROPOSED METHOD 

Through the study of literature survey has identified the some limitation in exiting methods which are the 
processing and analyzing huge unstructured content, which are written in natural language is a 
challenging task. Exiting Method Does not give Comparative Analysis of Product, It just talk about 
opiniative sentence analysis. There is a lot of comparative content on Web Mined data. Exiting method 
misses that. [1] 

I Proposing the Sentiment Analysis method for product Review. It give the user selected feature related 
review and form that it obtain the opinioned & comparative sentences from Review Database. After that 
calculate the polarity for both type of review & for that it use the SentiWorldNet dictionary and defined 
review as positive or negative. Then Give Feature wise Ranking (take Avg. of Post.  & Neg. Polarity for 
Both type of Sent.). Based on that Decide Feature  
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  Fig 1 Propose method Workflow 

 

Weightage based on num. of review & post. Polarity score for that feature & Rank the product based on 
Feature Ranking & weightage & at last Give Visualized comparison Analysis of feature for all product & 
product ranking. 

For Proposed method we take Amazon product data of Mobile & accessories. Then we go through below 
steps to produce the visualized comparative analysis of user selected feature for all product and product 
ranking.  

1) We take dataset from Amazon product review of Mobile and accessories.  
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2) In pre-possessing step we remove all the noise from the review like stop word, URLs, hashtag, @, etc 

3) In this our proposed method we provide features for user selection for Comparative analysis, user can 
select feature/else which he want to see the comparison analysis of given products & find out highly 
ranked product for that feature. 

4) For Aspect Extraction, since particular aspect is expressed by different words by users, we make 
aspect-vector for all aspect under considering then we search this aspect in the Database. If system 
found it in review then it extract review from the database. & then it take each review & spilt each 
review into sent. And take each sent. For analysis.  

5) Here we take database in JASON format which have the product ID for each review. And, we also 
done one more thing, we count all the extracted Aspect related reviews for giving feature weightage 
(that feature get highest weightage which have the highest number of review). 

6) After Aspect extraction, system does identification & separation Comparative & opiniative sentences 
from the extracted reviews.  

a) Opinion word identification: In Aspect based opinion mining, the aspect related opinion 

word should be identified, opinion word present in form of adjective, adverb, verb, adjective-
adverb, and adverb-verb combination. And then we extract them from sent [1]. 

b) Aspect Level Score Calculation: In this step, we extract polarity of extracted opinion word 

from SentiWordNet and aggregating the polarity score of aspect in sent.  
c) Calculation of Aspect score in all sentences: The total score of an aspect f r om all reviews is find 

out by aggregating the sentence wise s c or e  o f  that aspect. Positive and ne ga t ive  scores 
are s e pa r a t e ly  aggregated. 

7) Comparative Sentences Identification: For Comparative sent. Identification, we used Rule-based 
classification method, it exploits comparative words, comparative content words, the relative degree 
comparative sent. Once the identification rule is matched to the input sent. This sentence is consider 
as comparative sentence. 

a) Mining Opinion word polarity In Comparative Sentences: we obtained four type of element from the 
comparative sent. We divide them in different set SetAI is the product1 name, SetAA is the Subject 
product attribute set, SetBI is product2 attribute name, if there no mention of product name in sent. 
We put NULL in it. 

b) Polarity determination for equal comparative: if comparison elements appear in the first and second 
position like „as same as‟, ‟equal to‟, ‟same as to‟ we gave same polarity to all mention product which 
is founded in SetiWordNet. For that comparative words. If we found any negative word before 
comparative words then polarity of word which is founded in SetiWordNet multiplied by +1 & -1. 
For all mention product in review. 

c) Some time we found different comparative word like „Fuel‟, „Power‟, „lifetime‟ etc. At that time 
system consider this words with its domain like „fuel consumption‟, „power consumption‟ & make 
polarity of this reversed. 

8) After obtain the polarity of all aspect related reviews for each product form both type of opiniative  
and comparative sentences for given feature, we give the Feature wise ranking to the product for 
doing that we take aspect score for all  opinionative reviews & aspect score for all comparative 
reviews and take average of positive and negative polarity. 

9) As we mention above that we count the number of review for particular feature for each product in 
the system, & based on that we give the feature weightage, that feature get the higher weightage 
which have the higher number of reviews respectively. 

10) At the end we give the visualized Comparative Analysis of user selected feature for all product. In 

which user also found the overall product ranking for that particular features.  
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6. EXPERIMENT & RESULT 

 
We take a three product review which are iPhone 5, Samsung galaxy S4, Sony xperia Z1. We collect 
reviews of these product for 3 features namely Battery, Camera, and Screen. We extract the reviews of 
these three feature for each product, 
 

 

 Fig 2 collected feature wise product review 

 
After collecting the feature wise reviews for each product we calculating the feature weightage, we get 
feature weightage in % form. 

 

Calculation of Feature weightage: 

Total feature reviews: 17,777 (Battery) + 17,964 (Camera) + 15,743 (Screen) = 51,484 

Weightage for Battery feature: 17777 / 51484 = 34.52% 

Weightage for Camera feature: 17964 / 51484 = 34.89% 

Weightage for Screen feature: 15743 / 51484 = 30.36%. 

After calculating feature weightage in which we consider both type of sentences, and then we give the 
product ranking based on feature weightage & feature ranking. 

Overall Ranking 

Samsung Galaxy s4 = 34.52 * -1.18 + 34.89 * 0.17 + 30.36 * 0.54 = -40.73 + 5.93 + 16.39 = -18.41  

iPhone 5 = 34.52 * 1.26 + 34.89 * 1.98 + 30.36 * 0.67 = 43.49 + 69.08 + 20.34 = 132.91  

Sony Xperia Z1= 34.52 * 0.54 + 34.89 * 1.43 + 30.36 * -0.13 = 18.64 + 49.89 -3.94 = 64.59  

    
 Fig 3 Feature wise aspect weightage & Product Ranking. 
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RESULT 

 
After all the steps at the end, we give the visualized comparison analysis of selected feature for each 
product here we get the comparison analysis of three product as mention above. 
 

 
 Fig 4 Result of feature wise comparative analysis 

Fig 6.2 

7. CONCLUSION 

By studying various techniques for Sentiment Analysis, I came to know that exiting methods does not 
give the Comparative Analysis among Product. Expressing positive or negative opinions on an object and 
its features is only one form of evaluation. Comparing the object with some other similar objects is 
another. The high volume  of reviews that are typically published for a single product makes  it harder for  
individuals to  locate  the  best  reviews  and  understand the  true  underlying quality of a  product.  

 In this Research work We focus on considering the Comparative Sentences for Sentiment analysis for 
product feature & to give feature wise comparative analysis of different products, feature wise ranking to 
products & over-all ranking of the products. In future, we can focus on to consider implicit feature & try 
to solve natural languages expression and can also give comparative analysis for more feature.    
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