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ABSTRACT 

 

Web-scale image search result id improve by the image re-ranking, as by current search engines such as Google and 

Bing which is an effective way has been adopted. These search engines are mostly depends on attributes, text features and which 

leads to ambiguity among images due to limited to user search by keywords. The noisy results yield by retrieved images. The 

evolving concept is Web Image Re-Ranking which is very helpful for users for holding the large amount of online visual 

information. On this Semantic based Web Images there have been carried the numerous researches. In this paper, related to the 

Web Image Re Ranking in the current decade, various Web Image Re-Ranking techniques and contributions on which we are 

presenting a survey. In addition to survey on various techniques, in Semantic-Based Image Ranking of Images to future research 

enhancement, it gives a path. 
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1. INTRODUCTION 
 The integral part of our daily life has become a World Wide Web. For developing some strategic solution, there make 

necessary to flooding of wide range of images on WWW so that there can be easily accessible the exact images and which can be 

extracted. Many commercial Internet scale for searching images there search engines mostly use only keywords as a query. There 

only using keywords to accurately describe the visual content of target images as it is hard for users so that they put up with the 

ambiguity of query keywords, because in hope of finding certain type of images users type query keywords. 

For example, if we search using “strawberry” as a query keyword, in different categories belong the retrieved images to, such 

as “straw berry mobile,” and “straw berry fruit”. It is well-known that from the ambiguity of query keywords the text- based 

image search suffers. 

There can improve object recognition as well as classification by identifying attributes, content and features of objects in 

images as well as for organizing collections of relevant semantic images provide useful information. 

 

2. LITERATURE SURVEY 
  

A. Improving Web-based Image Search via Content Based Clustering 

In this system, author propose an approach which is ReSPEC, it means that Re-ranking Sets of Pictures by Exploiting 

Consistency, which is combination of the two methods. The results of a keyword query is retrieved using algorithm from an 

existing image search engine, and based on extracted image features there clusters the results, and for the search query, returns the 

cluster which is inferred to be the most relevant. Furthermore, in order of relevance, it ranks the remaining results. 
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Figure.1 A flowchart depicting the ReSPEC system with the query “an orange.” 

 

B. A Visual Category Filter for Google Images 

In this system for including heterogeneous parts we extend the constellation model, either the geometry or the appearance of 

a region of the object which may represent. There learnt simultaneously and automatically the parts and their spatial 

configuration, without supervision, from cluttered images. When searching for object categories for ranking the output of an 

image search engine we describe how this model can be employed. It is shown that in the output images there can be identified 

the visual consistencies, and according to their closeness, for ranking the images it then used to the visual object category. 

Although there may be small the proportion of good images. For a number of object categories the method on image sets 

demonstrate here which returned by Google’s image search. 

 

 
 

Figure.2 Images of bottles. (a) The first n images returned by Google. (b) Hand selected images used in the supervised 

experiments. 

 

C. Majority Based Ranking Approaching Web Image Retrieval 

A new ranking approach is proposed in this system which integrates the results of image as well as text through the analyzing 

the retrieved results. Based on the retrieved images contents analysis we define four ranking methods in that first one is the 

majority-first method, second is the centroid-of-all method, third is the centroid-of-top K method, and last one is the centroid-of-

largest-cluster method. Here the retrieval performance of our methods is retrieved by author. 
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Figure.3 Flow of system 

 

D. Page Rank for Product Image Search 

In this system, on an inferred visual similarity graph into the identifying “authority” nodes task, the image-ranking problem 

cast by author and for analyzing the visual link structure an algorithm is propose which among a group of images can be created. 

The numerical weight is assigned to each image based on the PageRank computation through an iterative procedure; for the other 

images being considered this measure its relative importance.  

 
Figure.4 Similarity graph generated from the top 1000 search results of “Mona-Lisa.” The largest two images contain the highest 

rank. 

 

In a real-world system for quantifying our approach performance, based on the task of retrieving images for 2000 of the 

most popular products queries we conducted a series of experiments. In terms of user satisfaction and relevancy there show 

significant improvement in our experimental results. 
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Figure.5 Top ten images selected from the 1000 search results of “Monet Paintings.” 

 

 

E. Image retrieval with geometry-preserving visual phrases 

 
Figure.6 Comparison on of BOV and GVP 

 

In this system, an approach is proposed by author that more spatial information encode into representation of BoV and to 

be applied for the large-scale databases that is efficient enough. In the neighborhood areas there have proposed other works 

pursuing the same purpose exploring the word co-occurrences other works pursuing the same purpose. Through the geometry-

preserving visual phrases (GVP) this approach encodes more spatial information. 
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Figure.7 Illustration of the co-occurrences of the same GVP. 

 

The local as well as long-range spatial layouts of the words are also captures by the GVP method in addition to co-

occurrences. The little computational time or little memory usage compared to the BoV method increases using GVP based 

searching algorithm.  

 

F. Hierarchical Semantic Indexing for Large Scale Image Retrieval 

 
Figure.8 Images retrieved by exploiting hierarchy versus those without considering hierarchy. 

 

The similar image retrieval problem is addresses in this paper, with millions to billions of images especially in the setting 

of large-scale datasets. There can exploit a semantic hierarchy’s prior knowledge by the core novel contribution. For using 

additional information from the ability there comes some of this advantage, a special case exploring by experiments where there 

is not provided any additional information. For larger scale problems there is most important the exploiting hierarchical 

relationships, where there becomes crucial scalability.  
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Figure.9 Compared to previous work (left) and proposed approach 

 

 

G. Boosting Image Retrieval 

 
Figure 10. The 25 primitive filters used in computing the feature maps. 

 

In this system, for a very large number of highly selective features computing author propose a mechanism which 

capture some aspects of this causal structure. A few example images selects by a user at query time, and for learning a 

classification function there is used “boosting” technique in this feature space. By construction, a simple classifier learns by the 

boosting procedure. As a result there can be scanned rapidly a very large database of images, perhaps a million images per 

second. Finally, using this retrieval system a set of experiments performed describe on a database of 3000 images. 
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Figure.11 Responses of an image of a church and a field to a particular filter sequence. 

 

CONCLUSION 

A survey on various Web Image Re- Ranking techniques presents in this paper that were proposed by earlier researchers 

for the better development in the field of Web Image Mining. Various techniques and methods discussed above will help in 

developing advanced and effective web Image Re-ranking.  
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