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ABSTRACT 

 
The cloud computing is internet based computing, whereby shared resources, software, information are provided to 

computers and other devices on demand, pay-per-use. Due to popularity of cloud, the users of cloud are increasing 

day by day and that has become important issue for cloud service provider in terms of load balancing. Load 

balancing used to distribute a larger processing load to smaller processing nodes for enhancing th e overall 

performance of the system. Load balancing help in fair allocation of resources to achieve a high user satisfaction 

and proper resource utilization. This paper presents the basic cloud fundamentals and load balancing concepts.  In 

this paper , propose dynamic load balancing algorithm which will take the load on the server as well as type of 

resource in consideration for efficient load balancing and resource scheduling. 
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1. Introduction  

Cloud computing is internet based computing whereby shared resources, software, and information are provided to 

computers and other devices on demand, pay-per-use.  

 
Fig-1: Cloud Computing [3] 

 

As defined by NIST[1] “cloud computing is a model for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources (network, servers, storage, applications, services) that 

can be rapidly provisioned and released with minimal management effort or service provider interaction.” Cloud 

service provider, cloud users and cloud developers are the three participants in cloud. Physical/virtual server, 

storage, datacenters, networking devices, hypervisors and middleware is important component of cloud platform. 
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1.1 Cloud Deployment Model 

 Based on deployment there are four types of cloud: 

 

Fig -2: cloud deployment model 

Public cloud – The cloud infrastructure is provisioned for open use by the general public or a large industry group 

and is owned, managed, and operated by a business, academic or government organization. 

Private cloud – The cloud infrastructure is provisioned for exclusive use by a single organization and is owned, 

managed, and operated by the organization, a third party or some combination of them. 

Community cloud – The cloud infrastructure is provisioned for exclusive use by a specific community of consumers 

from organization that have shared concern. 

Hybrid cloud – Hybrid cloud is a combination of two or more clouds that remains unique entities but is bound 

together by standardized technology that enables data and application portability. 

 
1.2 Cloud Service Model 

 There are main three service model of cloud: 

 

Fig- 3: cloud service model 

Software as a Service (SaaS): SaaS provided all the application to the customers which are provided by the cloud 

service provider. 
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Platform as a Service (PaaS): PaaS provides all the resources to the customers that are required for building 

application. 

Software as a Service (IaaS): IaaS provides resources as a service which includes processing power, database, 

storage, computing capabilities that are offered on demand and paid on base of usage. 

 

2. Load Balancing 

Load balancing is used to distribute a larger processing load to smaller processing nodes for enhancing the overall 

performance of system [5]. Load balancing help in fair allocation of computing resources to achieve a high user 

satisfaction and proper resource utilization. Load balancing or resource scheduling between storage nodes is an 

important aspect in cloud computing. 

 

Fig- 4: Load Balancer in Cloud Computing 

The goal of load balancing- 

a) Enhance the system performance 

b) Have a backup plan ready if any failure occurs in the system 

c) Uphold the system stability 

d) Allow further modifications in the system 

e) Distribute the load effectively and obtain cost effectiveness  

3. Literature Review 

3.1 The Load Balancing Algorithm based on dynamic migration of virtual machines   

This load balancing algorithm is based on dynamic migration of virtual machines, which mainly include the load 

monitoring module, the overload detection module and the load scheduling module Load balancing with Optimal 

cost scheduling algorithm. The load monitoring module is used for the periodic collection of virtual machines and 

the resources of the server load information. The overload detection module monitors the overloaded nodes in the 

system according to the data provided by the load monitoring module and database. The load scheduling module 

completes the virtual machine to migrate to the destination  node. In this algorithm uses the load indicator vector to 

describe the various resources on the node. There are main three resources in this algorithm: CPU, memory and 

bandwidth. The trigger strategy will create a virtual machine migration to balance the load. When an indicator of 

node exceeds the threshold, instead of immediately triggering the migration, it predicts its future n load value 

according to its historical load recorded. When at least k values in the prediction are bigger than the threshold, t he 

migration begins. In this algorithm fractal method is used to predict the CPU load, memory and bandwidth load [10]. 

 

3.2 Load balancing with Optimal cost scheduling algorithm 

 

In this algorithm the workload is distributed evenly across all the hosts in the cloud to avoid a situation where some 

nodes are heavily loaded while the others have hardly any work. It is one of the Resource Scheduling Algorithm that 

optimizes the cost and schedules the resources based on the cost. In the proposed algorithm resources are grouped as 



Vol-2 Issue-5 2016  IJARIIE-ISSN(O)-2395-4396 
 
 

3262 www.ijariie.com 1423 

packages in each VM. When the user requests for the resource the VM consisting of that package is executed. This 

technique brings down the execution cost of the service provider. It works for cost optimization at the cloud service 

provider, while rescheduling already accommodates requests to make space for a newly arrived request [11]. 

 

3.3 Load Balancing algorithm based on Ant Colony Optimization 

 

This technique of load balancing is based on Ant Colony Optimization (ACO) concept. ACO is inspired from the ant 

colonies that work together in foraging behaviour. The ants work together in search of new sources of food and 

simultaneously use the existing food sources to shift the food back to the nest. The ants leave a pheromone trail upon 

moving from one node to another. By following the pheromone trails, the ant subsequently came to the food sources. 

The intensity of the pheromone can vary on various factors like the quality of food sources, distance of the food, etc. 

A Data Center server is known as node in this  system. 

The ant will use two types of pheromone for its movement [12]. They are: 

 Foraging Pheromone (FP) 

While moving from underloaded node to overloaded node, Ant will update FP. 

 Trailing Pheromone (TP) 

While moving from overloaded node to underloaded node, Ant will update TP. 

The ACO Algorithm gives optimal resource utilization. The performance of the system is enhanced with high 

availability of resources, thereby increasing the throughput [12]. 

 

 

3.4 An SLA-aware Load Balancing Scheme 

The two-level decentralized load balancer architecture is divided into two levels: global load balancer and local load 

balancer. Each global load balancer is connected to an SLA-aware local load balancer that forms a virtual zone [13].  

 
Fig -5: two-level decentralized load balancer (tldlb) architecture [13] 

 

A local load balancer has two main tasks. The first task is monitoring the load of VMs which are in the same virtual 

zone. The local load balancer will provide the information (CPU, memory, network bandwidth, and disk I/O 

utilizations) to the global load balancer. The second task is choosing an appropriate VM using a neural network-

based load balancing algorithm and then redirects the request to the VM. Global load balancers are connected to one 

another via P2P connections. The global load balancers exchange the load information of each virtual zone using the 

load information from each local load balancer. If there is no VM available in the spare VM pool to serve an 

overloaded virtual zone to meet the SLA requirement, the corresponding global load balancer will direct the requests 

to another light-loaded virtual zone to service the requests [13]. 
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3.5 Effective Scheduling Based on Reliability 

 

In this algorithm User requests for the resources in form of the cloudlets. Cloudlets are submitted to the Broker. 

There is a reliability database of the virtual machine. When a virtual machine fails, the reliability of that virtual 

machine is decreased and the database is updated. The cloudlets are sorted accord ing to their priority; the highest 

priority cloudlet gets highest reliable virtual machine. The processing of the tasks submitted in form of the cloudlet  

take place at the allocated virtual machines. The results are provided back to the users  [14].   

 
Fig -6: Effective Scheduling Based on Reliability [14] 

 

 

4. Proposed System 

We propose dynamic load balancing algorithm which will take the load on the server as well as type of resource in 

consideration for efficient load balancing and resource scheduling. W e will use some existing prediction model for 

the busty traffic. In proposed algorithm we have two modules: 1. Prediction & load calculation module 2. Request 

allocation module. We can define load on server as a vector <cpu,memory>  Where, cpu =CPU utilization of that 

server, memory = memory utilization of that server 



Vol-2 Issue-5 2016  IJARIIE-ISSN(O)-2395-4396 
 
 

3262 www.ijariie.com 1425 

 
Fig-8: Flow chart of prediction & load calculation module 

 

 

 
 

Fig-9: Flow chart of request allocation module 

 

5. Simulation and Result  

Tools required to implement the Optimal Resource Utilization using Dynamic Load Balancing algorithm in Cloud 

Computing are as below: 

In this paper implement the proposed algorithm using J2EE and using the most central and well-known service of 

AWS known as Amazon Elastic Compute Cloud, also known as "EC2”. 

Instances are launched and configured using EC2 service of Amazon Web Services. 

We have used AWS Toolkit and AWS SDK. 
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Chart-1: Average Response time for the scheduling algorithm 

6. Conclusion 

Load balancing is used to distribute a larger processing load to smaller processing nodes for enhancing the overall 

performance of system. Load      balancing    is    a    techniques   that helped    networks and resources by providing 

a Maximum throughput    with   minimum   response   time. In   cloud   computing environment load balancing is 

required distribute the dynamic local workload evenly between all the nodes. In this paper we survey different 

techniques of load balancing in cloud computing environment. The algorithm should not only balance the load but 

also help in efficient utilization of resources, increase overall throughput and decrease the response time. In this 

paper we proposed Dynamic load balancing algorithm. By using this algorithm we can utilize resources optimally.  
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